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1. Introduction

The transportation sector not only accounts for a vast quantity of fuel consumption but also serves as the largest atmospheric carbon emitter in the world. Concerns over energy security, environmental protection, and economic benefits have prompted renewed public and private interest in an ecological energy-efficient driving style that can reduce fuel consumption and greenhouse gas emissions. Eco-driving serves as one effective and cost-effective strategy to enhance the fuel efficiency of the transportation section [1–3]. The essential idea of eco-driving is to provide real-time driving advice to individual vehicles so that the drivers can adjust their driving behavior or take driving actions to reduce fuel consumption and emission levels [4].

The Intelligent Speed Adaptation (ISA) initiative in the UK aimed to develop driver assistive devices that recommend desired speeds to avoid hard braking [5]. Even though the primary objective of an ISA device is safer driving, its users benefitted from reduced fuel consumption and emissions due to smoother speed variations [6]. From an energy and emissions standpoint, this initiative laid the foundation for eco-driving, which refers to driving in an ecological and economical way.

The effects of driving behavior on fuel consumption and emissions have been widely studied [7–9]. Yang et al. [10]
summarized that frequent acceleration associated with stop-and-go waves, excessive speeds, slow movement on congested roads, and extra idling times are major causes of increased fuel consumption and emissions. It is well recognized that maintaining a constant velocity and avoiding unnecessary acceleration and deceleration are the key principles of eco-driving [11].

To develop eco-driving strategies on freeways appears straightforward considering that the traffic flow is continuous and vehicles are seldom interrupted by traffic control devices [12]. The eco-driving strategy can simply compute advisory speeds or speed limits for drivers. Unlike freeways, the traffic flows on arterials are essentially interrupted because of complex interactions between volatile traffic patterns and signal control as well as the interdependent relationships of vehicle queues at neighboring intersections under different levels of congestion [13]. The dependency of speed variations on external factors, such as neighboring vehicles, signal status, and other infrastructural limitations, results in yet limited use of eco-driving on arterials.

Numerical empirical studies show a positive relationship between vehicle emissions and fuel consumption with delays at traffic signals [14, 15]. According to the state of practice, signal coordination ranks as one of the most effective control strategies for solving energy and fuel consumption problems on arterials. The core concept of this strategy is to coordinate a number of traffic signals by adjusting the offset between neighboring intersections to optimize travel speeds, reduce delays, and minimize stops. However, constraints in field operation, such as oversized spacing between adjacent intersections, complicated traffic composition, and the diversity of driving behavior, may lead to decreased reliability and stability of the coordinated signal control system, which is characterized by a discrete form of traffic or a large difference between running speed and preset speed [16, 17]. In such cases, signal coordination fails to reach its design goals and may result in increased fuel consumption, trip time, and engine and brake wear.

Recently, the emerging connected vehicle (CV) technology initiative led by the U.S. Department of Transportation has encouraged increased planning and implementation [18]. Vehicle-to-Vehicle (V2V) and Vehicle-to-Infrastructure (V2I) communications offer the potential to obtain real-time vehicle positions and traffic signal timing at downstream locations. Speed can be adjusted for timely arrival at green lights, which enables an eco-friendly driving style. Thus, improving the traffic environment and decreasing emissions with arterial eco-driving strategies have become an achievable goal [19]. There has been increasing efforts to develop eco-driving strategies for assisting drivers to travel along signalized arterials.

Mandava et al. [20] developed an arterial velocity planning algorithm that provides dynamic speed advice to the driver to maximize the probability of having a green light when approaching signalized intersections. The algorithm aimed to minimize the acceleration/deceleration rates within the speed limit while avoiding complete stops. Last, it was tested by using a stochastic simulation technique along a 10-intersection signalized corridor. However, it was argued that lowering acceleration/deceleration levels does not necessarily indicate reducing fuel consumption. Asadi and Vahidi [21] used upcoming traffic signal information within the vehicle’s adaptive cruise control system to reduce idle time at stop lights and fuel consumption. The control objectives were set as timely arrival at green light with minimal use of braking, maintaining safe distance between vehicles, and cruising at or near set speed. Barth et al. [22] developed a dynamic eco-driving velocity planning algorithm to minimize acceleration/deceleration rates, the total tractive power demand, and the idling time for probe vehicles, so that fuel consumption and emissions can be reduced. Rakha and Kamalanathsharma [23] presented seven examples with different speeds and throttles through a sample scenario with a single signalized intersection. After assuming or calculating the other parameters, they determined which case had the most fuel-optimal speed profile. Recently, Yang et al. [10] developed an Eco-Cooperative Adaptive Cruise Control (Eco-CACC) algorithm to compute the fuel-optimum vehicle trajectory through a signalized intersection by ensuring that the vehicle arrives at the intersection stop bar just as the last queued vehicle is discharged. The key of the algorithm is to predict the queue length ahead of the probe vehicles using the LWR and the release time of the queue using the signal phasing and timing (SPaT) data. Last, the algorithm was tested using the INTEGRATION microscopic traffic simulation software. It was found that the queue prediction enhanced the Eco-CACC algorithm to produce the smoothest vehicle trajectories and to result in the highest fuel savings, approximately 11.4%.

In the aforementioned studies, the goal of reducing fuel consumption was usually transformed into simple functions of acceleration/deceleration rates [20, 22] or the time of arrival at the intersection [10, 21, 23] (Sun and Henry, 2015; Wu et al, 2015a, 2015b). None of these models used an explicit objective function to minimize the total fuel consumption. In addition, most of these systems do not provide predictive eco-driving control strategies that optimize the vehicle controls in advance. Moreover, their findings were obtained through theoretical calculations or microscopic simulation instead of experimental validation or field testing. Last but not least, even for the experimental studies, they failed to consider driver responses and the interactions between human drivers and traffic flow.

Thus, this study developed a dynamic eco-driving speed guidance strategy (DESGS) to help optimize the fuel/emission speed profiles for vehicles approaching signalized intersections. Based on the signal timing and vehicle position information, an optimization algorithm was proposed for drivers to achieve minimum fuel consumption and CO₂ emissions. In addition, a vehicle specific power (VSP) based approach was integrated into DESGS to estimate the fuel consumption and CO₂ emissions. Furthermore, the proposed strategy was investigated on a typical arterial in Shanghai, China, using multivehicle driving simulators, which would enable us to integrate the real driver responses. As an initial step, the developed DESGS helps highlight the importance of retaining microscopic fuel consumption models in the optimization function and in the predictive
model to minimize fuel consumption and CO₂ emissions for a given road topography.

The paper is organized as follows. Section 2 presents the methodology of DESGS for eco-driving speed calculations. Section 3 presents a case study based on multivehicle driving simulators for a signalized arterial. Section 4 analyzes the benefits and efficiency of the proposed DESGS. Section 5 offers concluding remarks and directions for future work.

2. Methodology

The DESGS consists of two building blocks, that is, an optimization module and an eco-index calculation module. The guided velocity is dynamically adjusted based on the vehicle’s spatial-temporal trajectories using an optimization-based rolling horizon and a dynamic programming (DP) approach. Given the topological information and driving characteristics of the test vehicles, the eco-index calculation module can estimate the fuel consumption rates based on the vehicle operating conditions. The optimization module is then used to find an optimal control plan that minimizes the total fuel consumption and CO₂ emissions, while satisfying the preset minimum and maximum vehicle speeds.

2.1. Optimization Module

2.1.1. Rolling Horizon Optimization Logic. The optimization module is the most important component that defines the structure of the system. A rolling horizon approach is used for optimization based on the most recent predictions and observations. As illustrated in Figure 1, this module consists of three parameters: (i) the stage length (\(d_s\)) is the unit of discretization; (ii) the optimization distance (\(d_o\)), which is also referred to as the look-ahead distance, is the unit of optimization; and (iii) the optimization interval (\(d_{it}\)) represents the optimization frequency.

In this study, a guided speed decision is made for the optimization distance (\(d_o\)) at the position where a vehicle starts to receive speed advice. Here, \(d_o\) indicates the distance from the current position to the estimated position where the vehicle will pass through the intersection. To calculate the stage length (\(d_s\)) at the beginning of stage \(i\), this study assumes that a vehicle begins to accelerate or decelerate at a feasible rate from an initial velocity to a guided velocity and then cruises at this velocity over this distance. Considering the minimum and maximum values of the highway speed limit, the engine force, and the braking torque ability, \(d_s\) is typically 100–200 m. In the optimization interval (\(d_{it}\)), a vehicle cruises at the guided velocity over stage \(i (i = 2, 3, 4, \ldots)\) after traveling through \(d_o\) of stage 1 until reaching the end of \(d_{it}\). Since the guided velocity may not agree with the vehicle’s current velocity, \(d_{it}\) should be sufficiently long to avoid the driver frequently changing vehicle speed or causing driver boredom. On the other hand, when \(d_{it}\) is too long, the chance of the vehicle hitting a red light increases, corresponding to a required speed change and a guidance failure. Thus, \(d_{it}\) was assigned a value of 400 m in this study. A new decision is made with updated parameters at the end of \(d_{it}\).

2.1.2. Dynamic Programming (DP) implementation. There are three basic approaches for addressing optimal control problems, that is, DP, direct methods [24, 25] and indirect methods [26, 27]. DP adopts the principle of optimality of subarcs to recursively compute feedback control. In the continuous case, this method leads to the Hamilton-Jacobi-Bellman equation. DP can easily handle nonconvex control problems and inequality constraints [28]. Thus, this study uses DP to solve the minimum fuel vehicle driving problem.

At the beginning of each optimization interval (\(d_{it}\)), the optimization module finds an optimal control plan using Dijkstra’s shortest path algorithm, which was developed specifically for this application in light of the cost function matrix.

As shown in Figure 2, the variables in the solid circle represent all the possible guided velocities (\(v_g\)) that may be displayed by each guided position. The value of \(v_g\) is given by

\[
v_g = 5 \cdot n, \quad n = 1, 2, 3, \ldots
\]

\[
 v_{\text{min}} \leq v_g \leq v_{\text{max}}.
\]
where $v_g$ is set as multiples of 5 km/h to facilitate the DESGS calculation process; $v_{\text{min}}$ is the minimum speed limit of the study link, which is set to protect the speed guidance strategy from impairing traffic mobility or safety; $v_{\text{max}}$ is the maximum speed limit, which is taken as the smaller value between the maximum speed limit of the link and the highest vehicle speed based on power performance. The numbers in the dotted circle represent the possible actual velocities when the vehicle crosses the intersection stop line because of the obstruction of a red light. Note that $v'_k$ is the velocity of the vehicle when it arrives at the intersection stop line. The vehicle travels at a specific $v_g$ from the last guided position to the downstream intersection stop line. In this process, when the signal light is always green, $v'_k = v_g$; when the driver observes that the light is red and starts to decelerate but the light turns green as the vehicle reaches the stop line, $0 < v'_k \leq v_g$; when the signal is always red, $v'_k = 0$.

The distance between the adjacent guided positions is defined as one optimization interval ($d_{\text{it}}$). For example, as a vehicle reaches guided position 1, the optimization module will calculate the fuel consumption along the travel segment considering all the possible combinations of guided velocity over one optimization distance ($d_{\text{it}}$). This distance is based on the signal timing parameters at the next downstream intersection, the queue length at the approach, and/or the leading vehicles. In the computation process, the influence of the signal lights between adjacent guided positions, which may lead to the vehicle traveling on the segment, does not consider the recommended velocity at former positions. For example, the guided velocity displayed at position 1 is 70 km/h, but the vehicle traveling at this speed to the downstream intersection will meet a red light. In this case, the vehicle will immediately brake and decelerate to the stop line. After the vehicle clears the intersection, its task is to accelerate back to the initial velocity (70 km/h), assuming that drivers completely conform to the guided velocity. This process will increase redundant fuel consumption and emissions due to the accelerations and decelerations required at the signals. Thus, we can easily infer that this guidance effect is not ideal. When a vehicle travels the same distance, for example, from guided position 1 to position 2 and from guided position 2 to position 3, with the same speed change value, for example,
from 70 km/h to 60 km/h, the fuel consumption may be different because the vehicle may meet a red light in one of the segments, resulting in excess fuel consumption.

After comparing the total fuel consumption of each combination, the “guided velocity ribbon” will be determined for the smallest fuel consumption, as illustrated by the solid green line in Figure 2. That is, the actual guided velocity issued by guided position 1 is \((v_{\text{min}} + 10)\) km/h. Similarly, as the vehicle reaches guided position 2, the green dotted line is obtained using the same algorithm. The speed advice provided by the guided position is in real-time based on the vehicle’s current velocity, the signal phase and timing information, and the distance to the next downstream intersection. If the driver does not follow the guidance, he/she will receive new speed advice at the next guided position. However, if the driver fully complies with the “guided velocity ribbon,” the actual guided velocity at the overlap between two adjacent optimization distance \((d_k)\) should be consistent.

2.2. Objective Function and Constraints. When a vehicle receives speed advice, its initial speed may differ from the guided speed. Additionally, the current state of the signal could be either red or green. In either case, the vehicle must adjust its speed according to the system state at the beginning of each stage 1.

In this regard, the DESGS aims to provide an explicit objective function to minimize the total fuel consumption when vehicles pass several intersections. The control performance index at each step for the \(k\)th vehicle is evaluated in terms of a cost function \(L\) to calculate the fuel consumption rates.

\[
L = w_1 \cdot \text{EF}(v_{\text{g}}, v_{\text{g}'}) + w_2 \cdot |v_k - v_{\text{g}}| \cdot \text{EF}(v_{\text{g}}) + w_3 \cdot F_{\text{brake}}^k \cdot \left(\text{EF}(v_{\text{g}}, v_{\text{g}'}) + \text{EF}(v_{\text{g}}, v_{\text{g}'})\right),
\]

(2)

where \(w_1\) is the weight factor for the fuel consumption, \(w_2\) is the weight factor for the deviation from the target speed, \(w_3\) is the weight factor for the braking effort, and they are all set as one-third in this study for simplicity; \(v_k\) is the initial velocity of the \(k\)th vehicle, \(v_{\text{g}}^k\) is its final velocity, \(v_{\text{g}}\) is the guided velocity, and \(v_{\text{g}}^k\) is the velocity when the \(k\)th vehicle crosses the intersection stop line; \(\text{EF}(v_{\text{g}})\) is the fuel consumption at \(v_{\text{g}}\) over one optimization interval \((d_k)\); \(\text{EF}(v_{\text{g}}, v_{\text{g}'})\) is the fuel consumption from \(v_k\) to \(v_{\text{g}}^k\) over one \(d_k\), and \(F_{\text{brake}}^k\) is the braking force of the \(k\)th vehicle. The indexes \(w_1\) and \(w_2\) penalize the deviations of vehicle speed \(v_k\) from the guided velocity \(v_{\text{g}}\), and \(w_3\) indicates a reduced use of brake force.

To achieve DESGS, we need to add certain constraints for controlling the movement of vehicles. In this study, the speed limit, acceleration and deceleration limits, and the minimum safe following distance are imposed as pointwise-in-time inequality constraints [21]. These constraints are effective over the future prediction horizon.

\(1\) Speed Limit Constraint. The speed limit constraint is as follows:

\[
v_{\text{min}} \leq v_k \leq v_{\text{max}}.
\]

(3)

As mentioned above, to reduce the fuel consumption and emissions, sharp accelerations and decelerations and idling time should be avoided as much as possible. Note that \(t_s\) is the total time taken for the vehicle to reach the next signalized intersection after receiving speed advice, and \(t_s\) is the time until the next signal state changed where \(s \in \{\text{green}, \text{red}\}\). For example, \(t_{\text{green}}\) denotes the time when the signal turns green from the instant when the vehicle receives speed advice. \(t_{\text{green}}\) and \(t_{\text{red}}\) have number values. Suppose that \(t_{\text{green}}(i)\) is the start of the \(i\)th green signal state and that \(t_{\text{red}}(i)\) is the start of the \(i\)th red signal state. In this case, \(v_g\) can also be determined by

\[
\begin{align*}
(1) & \quad (v_{\text{g}}t_a + (1/2)a t_a^2) + v_g(t_s - t_a) = d_k \\
(2) & \quad t_a \leq t_s \\
(3) & \quad t_{\text{green}}(i) \leq t_s < t_{\text{red}}(i) \\
(4) & \quad v_{\text{min}} \leq v_g = v_k + a t_a \leq v_{\text{max}}.
\end{align*}
\]

In constraint (i), \(t_a\) is the portion of time spent accelerating or decelerating at acceleration or deceleration rate \(a\), and \(d_k\) is the distance between the \(k\)th vehicle and the next downstream intersection. Constraints (i) through (iii) ensure that the vehicle will receive a green signal when arriving at the intersection. Constraint (iv) limits the guided velocity to the roadway speed limit.

\(2\) Acceleration and Deceleration Limit Constraints. The acceleration and deceleration are manipulated to track the target speed as closely as possible while maintaining a safe distance from the front vehicle. The bounds on the acceleration and deceleration are represented by

\[
0 \leq a_{\text{acceleration}} \leq a_{\text{max}} \quad 0 \leq a_{\text{deceleration}} \leq a_{\text{max}},
\]

(4)

where \(a_{\text{max}}\) and \(a_{\text{max}}\) depend on the vehicle type.

\(3\) The Minimum Safe following Distance Constraint. The minimum safe distance between a vehicle and the preceding vehicle is a function of the vehicle speed and is chosen as [29]

\[
x_p - x_k \geq \alpha \cdot v_k + \beta,
\]

(5)

where \(\beta\) is a “static gap” parameter that determines the minimum distance needed for the vehicle to stop and \(\alpha\) is a “dynamic gap” parameter that indicates the extra time gap given increased speed. When the vehicle is approaching a red light, the light is considered similar to a stopped vehicle, and the position \(x_p\) is fixed at the light. This ensures that the vehicle will come to a stop at a distance of \(\beta\) from the light \((x_p \geq x_k + \beta)\).

2.3. Eco-Index Calculation Module. In the eco-index calculation module, the vehicle fuel consumption and CO\(_2\) emissions models consider the real-time speed, acceleration, and deceleration. In macroscopic models, the average speed and speed correction factors (SCFs) are used as the basic input.
parameters [30]. However, the SCFs were developed using data collected with fixed driving cycles. Thus, this approach may not adequately capture the effects of driving and vehicle dynamics on fuel consumption and emissions, especially when assessing traffic management strategies [31]. CMEM [32] was developed at a microscopic level to predict second-by-second fuel consumption and emissions using operational activities of a vehicle. Implementing the same basic physical principles as CMEM, the PERE model [33] was designed to generate fuel consumption rates for MOVES, which is the new generation emission model from the United States Environmental Protection Agency, based on the vehicle’s on-road load. However, both CMEM and PERE require interfacing with various traffic models. The complexity mainly arises from the following requirements: (1) detailed parameters for vehicle classification, engine, and transmission and (2) application programming interface (API) combined with the speed optimization model for real-time calculation of fuel consumption and emissions. Thus, these models do not apply to fuel consumption impact assessments based on the state of traffic flow.

Studies have shown a corresponding relationship between the fuel consumption per unit distance and vehicle speed and acceleration [11, 31, 34]; however, speed or acceleration alone is inadequate for researching fuel consumption. Thus, there is a need is to discover another parameter associated with both the speed and acceleration to discuss the regularity of fuel consumption.

2.3.1. Vehicle Specific Power (VSP). The normalization parameter used in this study is based on characterizing the VSP of individual vehicles. The VSP has been shown to be a strong descriptor of vehicle fuel consumption and emissions [35] and is defined as the instantaneous tractive power per unit mass of the vehicle. For a typical light-duty vehicle, VSP (in kW/metric ton) can be calculated as

\[ VSP = v \cdot (1.1 \cdot a + 0.132) + 0.000302 \cdot v^3, \quad (6) \]

where \( v \) is the vehicle speed (m/s) and \( a \) is the acceleration (m/s^2). Using (6), we can conclude that when the speed is zero, VSP must be zero and that when acceleration is negative, VSP may be a negative value. Thus, VSP is still a vector although it is being used as a descriptor of the motor vehicle power demand. When a vehicle slows down, the load force acting on the vehicle and traveling direction is inverted, corresponding to a negative value of VSP.

VSP-based approaches have recently been accepted in fuel consumption and emission modeling for two main reasons. First, VSP considers the power needed to overcome aerodynamic drag and rolling resistance and that needed to increase the kinetic and potential energy of a vehicle. Thus, VSP has a direct physical interpretation and strong statistical correlations with fuel consumption and emissions. Second, as shown in (6), by using typical parameters for a certain vehicle type, VSP can be calculated based on vehicle speed and acceleration.

\[ (1) \text{Piecewise Modeling of Instantaneous Fuel Consumption and VSP.} \]

Statistical analysis found that, in urban transportation, negative VSP bins accounts for approximately 15% of the fuel consumption. Of the total fuel consumption, 68% occurs when VSP is positive, and 17% occurs when the value of VSP is zero. Based on the above analysis, a piecewise model was adopted. The piecewise function of the instantaneous fuel rate (FR, mL/s) versus VSP is shown as follows:

\[ FR = \begin{cases} 
0.2508, & \text{for } VSP < -0.5 \\
0.22, & \text{for } -0.5 \leq VSP < 0.5 \\
0.0411 \cdot VSP + 0.4629, & \text{for } VSP \geq 0.5. 
\end{cases} \quad (7) \]

In the regression equation, the standard deviation is 0.13 when VSP < -0.5, and \( R^2 = 0.9618 \) when VSP \( \geq 0.5 \). Thus, the regression results are significant. In addition, the above piecewise function is not continuous. The values of FR in the interval \(-0.5 \leq VSP < 0.5\) are lower than those in other ranges, which is caused by the idle speed control of the vehicle.

\[ (2) \text{Fuel Consumption per Unit Distance.} \]

Considering that FR is the instantaneous fuel consumption in each time unit (second), we take the integrals of FR and instantaneous velocity in
this time period to obtain the total fuel consumption and total distance traveled, respectively. The fuel consumption per unit distance (FU) of this light-duty vehicle can then be calculated as follows:

\[
FU = \frac{\int FR \, dt}{\left(\int v \, dt/d\right)}.
\]

where \(FU\) is the fuel consumption per kilometer, mL/km; \(v\) is the instantaneous velocity, m/s; and \(d\) is the unit distance, 1,000 m.

The speed data obtained from the actual test usually have a unit of meters per second, or even per 0.1 second, and are not continuous variables. Thus, we can use (9) instead of (8).

\[
FU = \frac{\sum FR_i}{\left(\sum v_i/d\right)}.
\]

From the above analysis, it can be concluded that if continuous speed data are acquired, we can calculate the fuel consumption per unit distance of a specific vehicle. If a vehicle is driving at a constant speed \(v\) \((v_{\text{min}} \leq v \leq v_{\text{max}})\), (9) can be expressed as

\[
FU' = d \left(0.0411 \cdot (0.132 \cdot v + 0.000302 \cdot v^3) + 0.4629\right).
\]

Assuming that \(d = 1,000\) m, we can obtain the minimum value of \(FU'\). The calculation results indicate that the most fuel-efficient speed for this light-duty vehicle is 95.51 km/h and that the minimum fuel consumption (per kilometer) is 31.61 mL/km. The theoretical calculations of this study and the values based on actual tests match well, demonstrating that the model can represent the actual situation well.

2.3.3. CO\(_2\) Emissions Model. Studies have found that, in urban driving, the trends of CO\(_2\) emissions and fuel consumption are highly consistent, with correlations of up to 0.99 [38]. According to the mass conservation law, after fuel combustion in the engine, the total carbon mass in the exhaust gas is equal to that in the fuel. Carbon atoms exist in the forms of carbon dioxide (CO\(_2\)), carbon monoxide (CO), and hydrocarbons (HC) in the exhaust gas. The instantaneous fuel consumption is calculated from emissions of CO\(_2\), CO, and HC using the carbon balance method, as shown in

\[
FR \cdot SG = \left(ER_{\text{CO}_2} \cdot F_{\text{CO}_2} + ER_{\text{CO}} \cdot F_{\text{CO}} + ER_{\text{HC}} \cdot F_{\text{HC}}\right) \cdot \frac{1}{g_C}.
\]

where \(FR\) is the instantaneous fuel rate, mL/s; \(SG\) is the fuel density, 0.749 g/mL at 15°C; \(ER_{\text{CO}_2}\), \(ER_{\text{CO}}\), and \(ER_{\text{HC}}\) are the emission rates of CO\(_2\), CO, and HC, respectively; \(g\)/s; \(F_{\text{CO}_2}\), \(F_{\text{CO}}\), and \(F_{\text{HC}}\) are the weight fractions of carbon in CO\(_2\), CO, and HC emissions and are 0.273, 0.429, and 0.866 for gasoline vehicles, respectively; and \(g_C\) is the carbon percentage of gasoline by weight, which has a typical value of 86.4%.

The proportions of CO and HC in all the exhaust gas are less than 2% and are especially low in strict emission control conditions; thus, they have almost no effect on the balance equation. Thus, the influences of CO and HC were neglected in this study when analyzing the relationship between CO\(_2\) emissions and fuel consumption. Thus, (11) can be simplified as

\[
ER_{\text{CO}_2} = FR \cdot 2.370.
\]

3. Case Study

3.1. Test Bed. A section of Cao'an Highway near the Jiading Campus of Tongji University, Shanghai, China, was selected as the test bed for analysis. The experimental section is 1,700 m long, with eight lanes in two directions. As illustrated in Figure 4, two adjacent signalized intersections are 1,200 m apart and a curved segment is included between them.

In the experiment, drivers traveled from point A to point D. To eliminate additional errors, such as starting and stopping and unskilled operation, only the data collected between point B (50 m from the downstream Lianqun Road) and point C (100 m from the downstream Xianghuang Road) were taken as valid. In addition, during the experiment, the vehicle speed and acceleration were collected every 0.1 seconds.

The other parameters, for example, traffic composition and link capacity, were collected via field surveys. In all the experiments, the vehicle mass is assumed to be \(m = 1365\) kg. \(v_{\text{max}}\) is set to 80 km/h according to the road speed limit, and \(v_{\text{min}}\) is set to 40 km/h considering that a driver is likely to deviate from the desired speed if the guided velocity is lower than 40 km/h. The maximum acceleration and maximum deceleration are assumed to be \(a_{\text{acceleration}} = 3.5\) m/s\(^2\) and \(a_{\text{deceleration}} = -7.0\) m/s\(^2\), respectively. In most cases, the vehicles travel at a constant feasible deceleration, called desired deceleration, which is assumed to be \(a_{\text{desired deceleration}} = -3.0\) m/s\(^2\).

3.2. Experiments. The dynamic eco-driving speed guidance system consists of the drivers, vehicles, driving environment,
and speed guidance strategy. Experiments were conducted using driving simulators because we investigated a nonexistent situation and the experiment could create potentially dangerous situations due to unknown effects. The driving simulator experiment can also describe the influence of driver’s psychology and behavior stimulated by the dynamic speed information. In this study, the program-oriented multidriving simulator was chosen as the experimental platform. Each computer was equipped with a special steering wheel, gear, pedals, and other hardware devices. 3DS Max and VIRTOOLS modeling software were used to build the virtual driving scene, as shown in Figure 5(a). The DESGS was programmed using the script language provided by VIRTOOLS. Using an intranet environment, the vehicles could be driven and interact in the same experimental setup, as shown in Figure 5(b).

Fifteen typical drivers from Tongji University and the nearby community were recruited to participate in the experiments. The ages of the participants were between 21 and 50 and followed a normal distribution. All the participants had held their driving licenses for more than five years and drove more than 8,000 kilometers annually.

The participants completed the driving experiments in two scenarios: vehicles with and without eco-speed guidance. Each scenario was simulated 24 times. The data, including time, vehicle position coordinates \((x, y)\), current velocity, and guided velocity, were collected.

4. Results of Analysis

The 3rd vehicle of the group was placed in one of two scenarios: vehicles without speed guidance and vehicles with eco-speed guidance. An example of an eco-driving vehicle velocity profile compared to a non-eco-driving vehicle velocity profile is shown in Figure 6. The eco-driving vehicle had a much smoother velocity trajectory, yielding lower fuel consumption, as shown in Figure 7. The velocity profile shows that the vehicle never stopped with hard braking at red lights. With predictive use of signal information, the eco-driving vehicle scheduled its velocity based on the guided velocity, thus passing through intersections without coming to a stop.

Figure 7 illustrates the instantaneous fuel rate comparison of two vehicles in different scenarios. Without speed guidance, the vehicles on the segment were driven randomly but usually had to stop at the downstream intersection. Frequent acceleration or deceleration required much fuel. The fuel rate curve was observed to be flat with speed guidance, increasing only when the speed advice was updated.

For comparison, the travel time, number of stops, fuel consumption, and CO\(_2\) emissions were selected as the evaluation indexes. Figure 8 compares the results for the vehicles with and without eco-speed guidance. The results for both cases are given in terms of the average value of all the velocity profiles in the scenarios. According to Figure 8, for the vehicles with eco-speed guidance, the number of stops was significantly reduced; the total fuel consumption decreased from 53.01 mL to 39.88 mL (approximately 25% lower); and the CO\(_2\) emissions decreased from 125.71 g to 94.56 g (approximately 25% lower). The average travel time was approximately 4% shorter for the vehicles with eco-speed guidance.
 guidance compared to the vehicles without speed guidance, but this difference is not significant. The energy savings and decrease in emissions are remarkable.

5. Conclusions and Future Work

To reduce fuel consumption and CO₂ emissions for traveling along signalized arterials, a dynamic eco-driving speed guidance strategy (DESGS) was established in this study using real-time signal timing and vehicle positioning information in a CV environment. The developed algorithms help optimize the fuel/emission speed profiles for vehicles approaching signalized intersections. To evaluate the effectiveness of the overall strategy, 15 typical drivers were recruited to participate in interactive experiments using multivehicle driving simulators. The main conclusions obtained in this study are summarized as follows:

(i) The optimization-based rolling horizon and DP approach can dynamically adjust the speed advice according to the vehicle’s spatial-temporal trajectories. The eco-driving vehicles had much smoother velocity variations than the unguided vehicles.

(ii) The results given by the VSP-based fuel consumption model demonstrated good agreement with the field consumption curve. Thus, the VSP model was integrated into the optimal eco-driving speed calculation model.

(iii) The DESGS showed remarkable energy savings and decreased emissions. Both fuel consumption and CO₂ emissions were reduced by approximately 25% compared with the unguided scenarios.

(iv) The DESGS also showed a significant decrease in the number of stops and a small decrease in the travel time compared to the unguided scenarios.

There are still some ongoing efforts for the study. First, for simplicity, this study only investigated vehicles’ fuel/emission speed profiles in a complete CV environment. That is, all the vehicles are CVs which are able to exchange traffic information and communicate with traffic signal controllers to obtain signal information. While in a partial CV environment, only limited vehicles can receive V2V and V2I information and a key impact factor on DESGS would be market penetration rate ranging from 0 to 100%. It is supposed that different market penetration rates of CVs would result in different savings of fuel consumption and CO₂ emissions through implementing DESGS. Besides, the robustness of the strategy to errors in wireless communication and driver responses should also be analyzed. Next, other impact factors, for example, the length of controlled segment, traffic demands (corresponding to undersaturated or oversaturated conditions), and signal phasing and timing, are supposed to be included in a more comprehensive analysis of the strategy performance. Furthermore, the developed DESGS can be extended to multiple signalized intersections along the arterial. Note that, in the case of multilane approaches, the potential impact of lane changing behavior in practice needs to be carefully considered. These will be our future work.
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