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Probabilistic conflict detection methods typically require high computational burden to deal with complex multiaircraft conflict detection. In this article, aircraft conflict detection is considered as a binary classification problem; therefore, it can be solved by a pattern recognition method. A potential conflict would be identified, as long as its flight data features are extracted and fed to a classifier which has been trained by a large number of flight datasets. Based on this, a new method based on support vector machine (SVM) is employed to detect multiaircraft conflict in “Free Flight” airspace and to estimate the conflict probability. For that purpose, the current positions, velocity vectors, and predicted look-ahead time are selected as detection factors, and the detection model is established by SVM to detect aircraft conflict within look-ahead time during short and medium terms. Moreover, conflict probabilities are determined by the sigmoid function mapping method. Nevertheless, false alarm rate is always a first and foremost problem that troubles air traffic controllers. For the purpose of reducing false alarm rates, Synthetic Minority Over-sampling Technique (SMOTE) method is used to handle imbalanced datasets. Extensive simulation results are presented to illustrate the rationality and accuracy of this method.

1. Introduction

Nowadays, the demand for air travel continues to grow at a rapid rate with air traffic becoming more and more complex. In this case, collision avoidance (CA), whose task is to maintain a separation between aircraft in air traffic management (ATM), is challenged by increased flight flow. In future, a number of automated decision support technologies, such as Conflict Detection and Resolution (CDR), will be required to enable continued provision of safe and efficient services in increasingly congested skies. Particularly in Free Flight, pilots will have the freedom to choose their trajectory and speed in real time to maximize their flight objectives while maintaining safe separation from neighboring traffic [1], therefore, seeking a fast conflict detection method in Free Flight, which is suitable in both the terminal areas and en-route areas, is extremely significant.

Conflict prediction is based on inexact trajectory prediction [2, 3]. Deterministic trajectory of an aircraft is influenced by a large number of parameters, particularly due to the wind and also due to the tracking, navigation, and control error, making the trajectory prediction inexact, and random patterns have to be considered. That makes conflict detection become a probability problem, and a number of conflict detection methods based on stochastic process have been proposed. Russel et al. [4] presented a method to estimate mid-term conflict probability of a pair of aircrafts for level flight; in his paper, a coordinate transformation was used to derive an analytical solution. They extended this method to nonlevel flight in [5]. Hu [6] proposed a short-term conflict detection algorithm based on Brownian motion (BM) for level flight. D. Li [7] used J. Hu’s [6] algorithm and improved the algorithm to reduce the rate of false alarms. Jilkov et al. [8] proposed a more accurate method for estimating the conflict probability by utilizing the information from multiple model aircraft trajectory prediction. However, previous work on multiaircraft conflict detection in Free Flight is still rare. It is shown in H. Blom’s research [9] that the interacting particle system (IPS) algorithm is efficient when more complex air traffic scenarios and more advanced conflict
zones have to be taken into account. Damien Jacquemart et al. [10] proposed an adaptive algorithm to significantly increase the convergence rate. Moreover, some hierarchical IPS algorithms proposed in research are considered for Free Flight modeling described by advanced stochastic Petri nets [11]. In 2013, Damien Jacquemart [12] also used Markov chain model to simulate aircraft trajectories and applied the important splitting method to estimate conflict probabilities to overcome the flaw of Monte Carlo method which is not efficient to estimate small probabilities. In 2015, Qiao et al. [13] proposed Hidden Markov model-based Trajectory Prediction (HMTP) method to overcome the difficulty of describing the position and behavior of moving objects in a network-constraint environment. Yang et al. [14] proposed a probabilistic reachability analysis approach. In particular, ellipsoidal probabilistic reach sets are determined by formulating a chance-constrained optimization problem and solving it via a simulation-based method called scenario approach. Conflict detection is then performed by verifying if the ellipsoidal reach sets of different aircraft intersect. Their method gives this paper a great inspiration. However, most of the above methods have a common shortcoming, which is every pair of aircraft conflict detection requires a corresponding trajectory prediction.

Actually, the essence of conflict detection is a two-class classification problem: conflict or nonconflict. In this paper, we introduce SVM to solve the problem of aircraft conflict detection. Support vector machine (SVM) is an excellent two-class classification algorithm, which has been successfully applied in many domains ranging from digit recognition [15] and face recognition [16] to network anomaly detection [17] because of solid theoretical foundation and appealing classification performance. However in air traffic management operation, air traffic controllers (ATCs) expect conflict probability to estimate collision risk and to direct the pilots to avoid the conflicts according to the conflict levels. Standard SVM is a binary classifier: for sample \( x \), the output of the SVM, is \( +1 \) if \( f(x) > 0 \), otherwise \( -1 \). Some researchers [18, 19] modified the SVM outputs into posterior probabilities, and this method is widely applied in many areas [20, 21]. The calibrated posterior probabilities still inherit the sparseness of the SVM; moreover, they can provide probabilistic prediction decisions. In this paper, we choose Platt's method to evaluate the conflict probability. On these bases, aircraft conflict during short-term to medium-term look-ahead time is predicted, which is suitable for the case of uncertain trajectory prediction error in Free Flight. At the same time, conflict probability can be estimated for ATCs to make a quick decision.

The remainder of the paper is organized as follows. In Section 2, some basic theories used in this paper: the SVM classifier, Platt’s probabilistic output, and ellipsoidal protected zone model are introduced. The whole conflict detection process based on SVM is presented. In Section 3, trajectory prediction model based on Brownian motion is introduced to simulate different flight scenarios. Conflict detection experiments on these scenarios are worked out to verify the proposed method. Finally, we conclude in Section 4.

2. Probabilistic Conflict Detection Model Based on SVM

2.1. SVM Classifier. Support Vector Machine is a statistical learning method with a good performance [22–27]. Given a dataset \( D \) in the form of \( \{x_i, y_i\}_{i=1}^N \), standard SVM for the binary classification problem maps the feature vector \( x \in R^d \) into a high (possibly infinite) dimensional Euclidean space, \( H \), using a nonlinear mapping function \( \Phi : R^d \rightarrow H \). The goal of support vector machines is to find the optimal separating hyperplane \( w \cdot \Phi(x) + b = 0 \), which maximizes the margin, and it can be obtained by solving the convex optimization problem:

\[
\min_{w, \xi} \frac{1}{2} \|w\|^2 + C \left( \sum_{i=1}^{n} \xi_i \right)
\]

s.t. \( y_i [w \cdot \Phi(x) + b] - 1 + \xi_i \geq 0 \)

\( \xi_i \geq 0, \ i = 1, \cdots, n \)

over \( w \in H, b \in R \), and the nonnegative slack variable \( \xi \in R^N \). In the above, \( C \) is a parameter that balances the size of w and the sum of \( \xi \). It is well known that the numerical computation of Problem (1) is achieved through its dual formulation. Suppose \( \alpha_i \) is the Lagrange multiplier corresponding to the \( i^{th} \) inequality, then the dual of (1) can be shown to be

\[
\max_{\alpha} \sum_{i=1}^{n} \alpha_i - \frac{1}{2} \sum_{i,j=1}^{n} \alpha_i \alpha_j y_i y_j K(x_i, x_j)
\]

s.t. \( \sum_{i=1}^{n} y_i \alpha_i = 0 \)

\( 0 \leq \alpha_i \leq C, \ i = 1, 2, \cdots, n \)

where the kernel function \( K(x_i, x_j) = \Phi(x_i) \cdot \Phi(x_j) \) and

\[
w = \sum_{i=1}^{N} \alpha_i y_i \Phi(x_i)
\]

With (3), the expression of the hyperplane \( w \cdot \Phi(x) + b = 0 \) can be changed into

\[
f(x) = \sum_{i=1}^{N} y_i \alpha_i K(x_i, x) + b
\]

and serves as the decision function. The predicted class can be defined as

\[
Y = \text{sgn} \left[ f(x) \right]
\]

The predicted class is +1 if \( f(x) > 0 \) and -1 otherwise.

2.2. Platt's Probabilistic Output. Air traffic controllers (ATCs) expect conflict probability to estimate collision risk; however, standard SVM produces an uncalibrated value that is not a probability. Platt [18] came over this shortcoming and
mapped $f(x)$ into $p(c \mid x)$ through sigmoid function, providing probabilistic information from standard SVM output. Suppose $N_+$ and $N_-$ are the numbers of positive ($y = +1$) and negative ($y = -1$) samples, respectively, in dataset $D$. The Platt's probability output [28] is

$$\hat{p}(c \mid x) = \frac{1}{1 + \exp(Af(x) + B)}$$

where $f(x)$ is the SVM output given by (4) and the parameters $A$ and $B$ are found by minimizing the negative log likelihood of the training data, which is a cross-entropy error function, in the form of

$$\min F(A, B)$$

$$= \min \left\{ -\sum \{ t_i \log \hat{p}(c \mid x_k) + (1 - t_i) \log (1 - \hat{p}(c \mid x_k)) \} \right\}$$

with $t_i = (N_+ + 1)/(N_+ + 2)$ if $y_i = +1$ and $t_i = 1/(N_- + 2)$ if $y_i = -1$. Hereafter, $\hat{p}(c \mid x)$ refers to the estimated posterior probability belonging to class $+1$ given $x$ obtained from (7), while $\hat{p}(c \mid x)$ refers to the true but typically unknown posterior probability belonging to class $c$ given $x$.

2.3. Ellipsoidal Protected Zone Model. The SVM needs training samples to establish the detection model. To identify the potential conflicts, ellipsoidal protected zone is introduced. In Free Flight, aircrafts are surrounded by an imaginary cylindrical volume called the protected zone (PZ). The radius of the PZ is half (2.5 NM) the required horizontal separation and the height is equal to the vertical separation (1000 ft). The two aircrafts are said to be in conflict if their PZs overlap. In this paper, an imaginary cylindrical volume (1000 ft). The two aircrafts are said to be in conflict if their PZs overlap. In this paper, an imaginary cylindrical volume is introduced.

2.4. Model Establishment. According to above preliminaries, SVM is adopted to classify conflict conditions into two classes $\{-1, +1\}$, -1 referring to “conflict” and +1 to “nonconflict”, respectively. A trained C-SVM model is encapsulated as an application module before flight to predict conflict and estimate probability. The flow chart is shown in Figure 2.

Overall, the main process of conflict detection can be divided into three steps:

(1) Data Acquisition. In conflict detection, data acquisition and feature extraction are the fundamental parts. A pair of aircrafts is defined as the following formula:

$$\hat{p}(c \mid x) = \frac{1}{1 + \exp(Af(x) + B)}$$

where $(x_0, y_0, z_0)$ are the coordinates of aircraft located in the ellipsoid center and $(x, y, z)$ are the coordinates of potential conflict aircraft. Set ellipsoidal equatorial radius $a = 5$ NM and ellipsoidal polar radius $c = 2000$ ft.

The above models are used to judge conflict within look-ahead time: in the whole time window from current time $t_0$ to look-ahead time $t$. If there is a condition that the distance between a pair of aircraft does not satisfy the protected zone constraint, the conflict occurs. A number of researches have certified that the above model has an effect on actual scenarios during a period of 20 min because of accumulated error, and this model is applicable for conflict in short-term or medium-term [6, 31]. Thus, the datasets are selected within 20 min.

(2) Data Processing. In actual flight scenario, aircraft conflicts are small probability events, so that the positive samples predominate in collected flight data. In SVM classification problem, when the distribution of the training data among classes is imbalanced, the learning algorithm is generally dominated by the majority classes. The minority classes are normally difficult to be fully recognized. However, conflict samples (negative samples) are quiet important in this problem. In this paper, Synthetic Minority Over-sampling Technique (SMOTE) algorithm [32, 33] is applied to handle imbalanced data. The specific approach is to insert virtual negative samples in adjacent negative samples in order to enhance the classification accuracy for the minority classes.

In addition, there are considerable magnitude differences among the 7 indicators. Min-Max Normalization performs a linear transformation on the original data $x$ into the...
3. Simulations and Discussion

To establish and verify the detection model, we need training samples and testing scenarios. In this section, trajectory prediction model based on Brownian motion is introduced to simulate different flight scenarios and acquire training datasets. In training process, 1000 groups of simulation datasets (half positive samples and half negative samples) are used to train the detection model, and actual flight datasets are used for test. Conflict detection experiments in these scenarios are worked out to verify the proposed method.

3.1. Trajectory Simulation Based on Brownian Motion. Traditionally, deterministic trajectory of an aircraft is governed by flight mechanic equations. However, a large number of parameters are involved, particularly due to the wind, tracking, navigation, and control error, which makes the trajectory prediction inexact. Here we choose the three-dimensional Brownian motion [6, 31] as the trajectory prediction model.

A stochastic model is worked out for aircraft trajectories with constant speed following a straight line. Observations presented in [34] show that aircraft position error for a given time is set with Gaussian distribution. The perturbation in position can be treated as a scaled Brownian motion (BM) [6]. One can then assume that

\[
\frac{dX(t)}{dt} = u(t) + \omega(t)
\]

where \(X(t)\) is the position of the aircraft at time \(t\), \(u(t)\) is a three-dimensional velocity vector, and \(\omega(t)\) is random variables following Gaussian distribution with zero mean. Now, if there is an angle \(\theta(t)\) at time \(t\) between the projecting line of the velocity vector in horizontal plane and \(x\)-axis, the predicted position is given by

\[
dX(t) = u(t)dt + \Sigma dB(t)
\]

where \(\Sigma\) is the variance growth rate. More precisely, \(\Sigma = \text{diag}(\sigma_x, \sigma_y, \sigma_z)\) models the variance growth rate in the along-track, cross-track, and vertical direction. \(B(t)\) is a standard three-dimensional Brownian motion, and \(R(\theta(t))\) is a rotation matrix:

\[
R(\theta(t)) = \begin{bmatrix} \cos(\theta(t)) & -\sin(\theta(t)) & 0 \\ \sin(\theta(t)) & \cos(\theta(t)) & 0 \\ 0 & 0 & 1 \end{bmatrix}
\]

For collecting training and test samples, a pair of aircraft flight scenarios is simulated for 1000 times randomly. Training samples are classified to two classes \([-1, +1]\) in look-ahead time \(t = \{t \mid t \in (0, 20)\}\) by trajectory prediction and protected zone model.

3.2. Validity Analysis. According to the airspace situation, an intersection flying scenario of 10 aircraft has been illustrated. The airspace is established as \(90km \times 90km\), and the flight altitude is set from 0 to 15000 m below. The uncertain trajectories in Free Flight are simulated in Figure 3.

From Figure 3 we can find that the airspace is crowded. The features of 10 aircraft above are extracted as test set, which is inputted to trained classifier to predict conflict during look-ahead time \(t = 3\) min, and probability is estimated by formula (5).

To achieve the goal mentioned above, the program LibSVM 3.22 [35] is employed to establish the SVM model.
The radial basis function (RBF) kernel was used owing to its nonlinear reflection ability. Grid searches were made on the basis of 5-fold cross-validation to choose a penalty factor $C$ and a kernel parameter $\gamma$. After several searches, a large penalty factor $C = 21.3254$ and a kernel parameter $\gamma = 0.3515$ were found to handle the problem of overfitting. The parameters $A$ and $B$ are obtained from minimizing the negative log likelihood, which are -1.5881 and -0.0692, respectively. The result is shown in following matrix $N_{10 \times 10}$:

\[
\begin{array}{cccccccccc}
A & B & C & D & E & F & G & H & I & J \\
A & 0 & 82.91 & 58.56 & 0.00^* & 15.87 & 0.00^* & 6.27 & 2.28 & 0.00^* & 0.00^* \\
B & 0 & 10.45 & 0.00^* & 1.32 & 0.00^* & 15.58 & 9.41 & 0.00^* & 0.00^* & 0.00^* \\
C & 0 & 0.00^* & 28.21 & 0.07 & 84.35 & 9.41 & 0.00^* & 0.00^* & 0.00^* & 0.00^* \\
D & 0 & 0.00^* & 0.00^* & 0.00^* & 0.00^* & 0.00^* & 0.25 & 0.00^* & 0.00^* & 0.00^* \\
E & 0 & 0.00^* & 0.00^* & 0.00^* & 0.00^* & 0.00^* & 0.00^* & 0.00^* & 0.00^* & 0.00^* \\
F & 0 & 65.20 & 60.62 & 0.00^* & 0.00^* & 0.00^* & 0.00^* & 0.00^* & 0.00^* & 0.00^* \\
G & 0 & 52.89 & 0.00^* & 0.00^* & 0.00^* & 0.00^* & 0.00^* & 0.00^* & 0.00^* & 0.00^* \\
H & 0 & 0.00^* & 0.00^* & 0.00^* & 0.00^* & 0.00^* & 0.00^* & 0.00^* & 0.00^* & 0.00^* \\
I & 0 & 0.00^* & 0.00^* & 0.00^* & 0.00^* & 0.00^* & 0.00^* & 0.00^* & 0.00^* & 0.00^* \\
J & 0 & 0.00^* & 0.00^* & 0.00^* & 0.00^* & 0.00^* & 0.00^* & 0.00^* & 0.00^* & 0.00^* \\
\end{array}
\]

Annotation: "0.00^*" means 2nd digit after the decimal point is less than 5.

In the upper triangular matrix (14), the elements on the diagonal line are zero. Other elements indicate the conflict probability value of corresponding pair of aircraft. If conflict probability is more than 50%, it is considered that a conflict exists. 10 aircraft conflict detection results in matrix (14) are as follows: there are conflicts between $A$ and $B$, $A$ and $C$, $C$ and $G$, $F$ and $G$, $F$ and $H$, $G$ and $H$, which are similar to actual conflict detection results in Figure 4. Most conflict probability values are 0.00^*, which evidences that aircraft conflicts are small probability events. This case reveals the great validity of this method in multiaircraft conflict detection.

3.3. False Alarm Rate and Missing Alarm Rate Analysis. False alarms and missing alarms are vital indicators, which are extremely concerned by air traffic controllers in conflict detection, and they are mainly influenced by the classifier performance. Particularly in this problem, imbalanced datasets have a negative impact on detection results, which have more missed alarms. Therefore, SMOTE algorithm is introduced to improve the classification performance. In this experiment,
the classification performance whose training datasets are
dealt with SMOTE algorithm is compared with that without
a treatment. Different scenarios of a pair of aircraft flying are
simulated for 100 times, and their samples are collected to test
in differently trained classifier, and the conflicts are predicted
within 6 min. The results are shown in Figure 4.

In Figure 4, Curve A is class label, -1 referring to “conflict”
and +1 to “nonconflict”, respectively. Curves B and C are the
decision function value of the classifiers. If \( f(x) > 0 \), the test
set is classified as positive sample. If \( f(x) < 0 \), the test set is
classified as negative sample. Curve C shows the classification
results for samples trained by the classifier before SMOTE
treatment: there are 7 conflicts in total which are detected
6 times; in addition, there are 10 time false alarms. The
missing alarm rate is 14.29% and the false alarm rate is
62.50%. Curve B shows the results after SMOTE treatment:
every conflict is predicted correctly and 40% false alarms
are rejected effectively. From the results we can know that
SMOTE algorithm improves the classification performance
to a high level.

Additionally, Receiver Operating Characteristic (ROC)
curve is applied to analyze the performance of SMOTE treat-
ment. ROC [36, 37] analysis is used for graphical analysis. On
the \( x \)-axis we show the false positive rate (FPR) and
on the \( y \)-axis we show the true positive rate (TPR). ROC
curves neatly visualise how the TPR and the FPR change
for different (crisp) classifiers or evolve for the same (soft)
classifier (or ranker) for a range of thresholds. The notion of
threshold is the fundamental idea to adapt a soft classifier
to an operating condition. ROC analysis is the tool that
illustrates how classifiers and threshold choices perform.
Furthermore, it reflects the relationship between the false
alarm rate and detection rate. The result is shown in Figure 5.

In Figure 5, Curve A is the ROC curve before SMOTE
treatment, and Curve B is plotted after SMOTE treatment.
Curve B is upper than Curve A, which shows that classifier
trained after SMOTE treatment has a superior performance.
When detection rate values are equal, the false alarm rate
value on Curve A is greater than the value on Curve B, which
verifies that the SMOTE algorithm rejects some false alarms
effectively.

3.4. Accuracy of Conflict Probability Analysis. The above sim-
ulations have shown the conflict detection ability of the pro-
posed method. However, it is undefined whether the conflict
probability estimation is effective. In the following research,
conflict probabilities estimated by proposed method will be
compared with the conflict frequencies simulated by Monte
Carlo method in different conflict scenarios for 20 times,
and each conflict scenario is simulated by Monte Carlo
method for \( 10^6 \) times. The comparison result can be shown
in Figure 6.

From Figure 6 we can find that the proposed method has a
high-fitting-accuracy; conflict probability error of each group
sample is less than 10%.

3.5. Stability of Conflict Probability Analysis. In this section,
the scenario of a conflict between a pair of aircraft is studied,
and the time-dependent change of distances between the
pair of aircraft and conflict probability within 6 min is analyzed. Unlike the former analysis, in this section a sample is classified to negative class -1 only if conflict exists at the time \( t \). Set time step \( T = 1 \) s, and the conflict probability is changing with the relative distance between a pair of aircraft. The different scenarios are as follows. At first, a pair of aircraft departure scenarios are illustrated and discussed: set the heading crossing angle \(|\theta| \leq 10^\circ\), time interval of departures \( t = 1 \) min, and the time period begins upon the last aircraft departure. The trajectories are shown in Figure 7.

The time-dependent change of distances between this pair of aircraft and conflict probability within 6 min is shown in Figure 8.

In Figure 8, the conflict probability curve exhibits the continuous and linear characteristics, which is identical to actual flight. Since the aircraft has low climb rate in departure, the conflict probabilities remain at a high level (more than 85%) in 0-210 s. With the increase of relative distances, the conflict probabilities continue to decrease. At 338 s, the distance is 11 752 m, and conflict probability \( P(t=338)\% = 50\% \). Shortly afterwards, conflicts disappear. With Figure 7 analysis, potential conflict aircraft is at the edge of protected zone at \( T = 338 \) s, which verifies the accuracy of the conflict probability output.

Furthermore, three scenarios are illustrated and simulated such as approach to landing phase, intersection flying, and parallel flying in adjacent flight level. In the approach to landing phase, the heading crossing angle is set as \(|\theta – 90^\circ| \leq 10^\circ\). In the intersection flying phase, height difference between aircraft 1 and aircraft 2 is set as \(|\Delta h| \leq 600 \) m, and the heading crossing angle is set as \(|\theta – 90^\circ| \leq 10^\circ\). In the parallel flying phase, set height difference as \(|\Delta h| \leq 600 \) m, the horizontal separation as \(|\Delta x – 1000 \) m \( \leq 4000 \) m, and the heading crossing angle as \(|\theta| \leq 5^\circ\). The results of time-dependent change of distances between this pair of aircraft and conflict probability within 6 min are shown in Figure 9.

In Figure 9(a), during 0-100 s, the distance between the pair of aircraft is greater than 10 km, and the conflict probability remains at a low level accordingly. After time \( t = 168 \) s, since the relative distance is less than 7 625 m, the conflict probability is greater than 50% and a potential conflict exists. In Figure 9(b), a conflict exists from the very beginning. Along with the decrease of relative distance, conflict probability continues to increase. With the time period from 210 s to 240 s, the pair of aircraft flies across each other, and at that time, the relative distance is minimum. The relative distance fluctuates at about 1700 m because of external factor destabilization such as wind and navigation errors. Conflict probability is about 94%, which remains a high level. After time \( t = 322 \) s, the conflict disappears with the increase of the distance. In Figure 9(c), conflict probability ranges from 91% to 96% during the whole flying time because of the short distances. Influenced by the wind and the navigation equipment performance, the distances of the pair of aircraft in parallel flight undulate at a narrow range, and the change of conflict probability is opposite to that of the relative distance.

4. Conclusion

In this paper, we deal with the conflict detection as a two-class classification problem. SVM is introduced to establish detection model. Compared with traditional probabilistic conflict detection algorithm, this method avoids setting alarm thresholds artificially which influences the detection accuracy. In addition, the method solves model generalization problem. As long as current positions and velocity vectors of aircraft are obtained, the conflict probabilities between aircraft can be detected quickly. These advantages make it possible that multiaircraft conflicts are detected in real time. The simulation results have shown the high accuracy, stability, and efficiency. Moreover, the proposed algorithm provides a theoretical reference for ATM automation system.
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**Figure 9:** Flight time–distances/conflict probability relationship: (a) in approach to landing phase, (b) in intersection flight, and (c) in parallel flight.
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