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Abstract. 
In many industries inclusive of automotive vehicle industry, predictive maintenance has become more important. It is hard to diagnose failure in advance in the vehicle industry because of the limited availability of sensors and some of the designing exertions. However with the great development in automotive industry, it looks feasible today to analyze sensor’s data along with machine learning techniques for failure prediction. In this article, an approach is presented for fault prediction of four main subsystems of vehicle, fuel system, ignition system, exhaust system, and cooling system. Sensor is collected when vehicle is on the move, both in faulty condition (when any failure in specific system has occurred) and in normal condition. The data is transmitted to the server which analyzes the data. Interesting patterns are learned using four classifiers, Decision Tree, Support Vector Machine,  Nearest Neighbor, and Random Forest. These patterns are later used to detect future failures in other vehicles which show the similar behavior. The approach is produced with the end goal of expanding vehicle up-time and was demonstrated on 70 vehicles of Toyota Corolla type. Accuracy comparison of all classifiers is performed on the basis of Receiver Operating Characteristics (ROC) curves.



1. Introduction
Vehicle systems are complex both in hardware and software so their maintenance is challenging. Maintenance strategy being used in vehicle industry is normally reactive that results in reduction of lifetime of vehicle and also loss of money. Predictive maintenance is required on this stage to overcome these issues. It is reported by European Commission that there will be 50% increment in transport vehicles within 20 years [1]. It will require effective strategies to keep up the vehicle performance. Vehicles having very complex structure need an effective maintenance strategy. Three types of maintenance strategies are being used in vehicle industry, predictive maintenance, corrective maintenance, and preventive maintenance. Preventive maintenance is performed after a fault has occurred. It is used for infrequent failures when the repair is extremely costly. Preventive maintenance is the common practice in the vehicle industry, where vehicle parts are upgraded occasionally. In contrast to preventive and corrective maintenance, in predictive maintenance [2], current condition of system/vehicle is analyzed to predict what is probably going to fail.
Vehicle has a very complex mechatronic structure consisting of subsystems, for example, gearbox, engine, and brakes [3]. Normally any subsystem comprises electromechanical processes, actuators, and sensors. The sensors and actuators are associated and controlled with an ECU (Engine Control Unit) which manages and screens the procedure. It is additionally associated with CAN (Controller Area Network) through which the distinctive subsystems and the driver communicate with each other. A high level diagnostic protocol is needed to communicate with Engine Control Unit (ECU). Two well-known protocols are OBD2 and UDS [4]. OBD2 alludes to a vehicle’s self-indicative and reporting ability. On-Board Diagnostic (OBD) frameworks give the vehicle owner or a repair professional access to condition of current data of different vehicle subsystems while UDS does provide all details. System’s current condition is evaluated by diagnostic and prognostic processes. Diagnostics is concerned with current state of any subsystem whereas prognostic is related to the future state of subsystem [5].
There are serious challenges when we deal with prognostic maintenance. Prognostic maintenance copes with on-board data. Development cost of on-board diagnostic is limited in vehicle, which results in limited number of sensors. These sensors produce thousands of signals or data streams when vehicle is on the move. These signals are continuously sent to mobile or laptop attached with vehicle via wireless communication. It needs huge storage capacity which results in high cost. Therefore such systems are not implemented. Still there is tremendous increase in research on vehicle diagnostic during last decade. A detail discussion of predictive maintenance of vehicle industry is presented by Prytz [1] in which comprehensive analysis of how machine learning approaches are being used in automotive industry for fault prediction is also discussed. “Consensus self-organized models for fault detection (COSMO)” was presented [6] in which sensor’s data is used. Heavy trucks and city bus were used in experiments. COSMO is presented to increase lifetime of vehicle. Another approach for vehicle’s compressor fault prediction was reviewed [7] in which logged on-board data was used. Approach is demonstrated on Volvo trucks [8]; an approach was presented to predict need for repair in air compressor in buses and trucks. Random Forest was applied on logged on-board data for prediction.
Due to increasing complexity of vehicles, industry’s focus has moved toward automated data analysis. In the meantime, with the minimal cost of wireless communication and increasing trend of android applications, it has become feasible to analyze on-board data for fault prediction. Naryal et al. [9] used android phone application, on-board vehicle diagnostic system for vehicle’s health monitoring where driver was notified in case of any alarming conditions.
For each approach mentioned above, there are many options to perform diagnostic and prognostic maintenance. We propose complete infrastructure of vehicle remote health monitoring and prognostic maintenance system using data driven methodology which is based on real time data collected when vehicle is on move. Toyota Corolla model 2010 vehicles have been used for data generation. Toyota Corolla is series of cars developed by Corolla. Corolla started to manufacture these cars in 1966 and became best seller in 1997. Remote health monitoring refers to monitoring the working of different systems of vehicles remotely and prognostic refers to predicting fault in advance which is discussed in detail in Section 3. Our twofold contributions are fault prediction in four main systems of vehicle and providing real time vehicle monitoring and prognostic maintenance system. This paper presents an approach using sensor data and machine learning algorithms along with smart phone applications to completely analyze subsystems and provide fault prediction in subsystems. One great advantage of the proposed system could be in latest project of vehicle industry including autonomous car where every system in car is automatic; VMMS can help in automatic fault prediction of vehicle systems.
The rest of the paper is structured as Section 2 contains some related work; after that the proposed system architecture is presented in Section 3, experiments are in Section 4, process of feature selection is presented in Section 5, results are discussed in Section 6, and Section 7 presents conclusion and future work.
2. Related Work
Machine learning approaches are being used in vehicle industry since last decade to improve vehicle up-time. The existing technologies being used in vehicle industry include machine learning approaches, soft computing, and on-board data analysis. A new algorithm named “Sequential Pattern Mining Algorithm” was proposed [10] in which proposed algorithm learned patterns from warranty data of vehicles and the learned patterns are converted to rule based expert system. Choudhary et al. presented an overview of application being used in manufacturing industry using machine learning approaches including classification, clustering, and prediction [11]. Then with development in manufacturing of vehicle, trend moved from diagnostics of vehicles to prognostic using sensor data as large number of sensors were being implemented in vehicles. Using these sensor’s data, a new model for fault prediction “Consensus Self-Organized Model for Fault Prediction” was presented Byttner et al. [6] in which model learned interesting relationships between sensor’s data in vehicles and also in small mechatronic systems. Prytz et al. [12] presented an unsupervised method to find relations between sensor’s data in two rounds; in first round, good relations were found by MSE (Mean Square Error); then in second round LASSO (Least Absolute Shrinkage and Selection Operator) and least square error were used to determine model parameters. Alzghoul et al. [13] used linear regression methods for fault prediction rather than classification and results showed that regression performed better than classification. Vehicle data bases containing vehicle’s repairing records, including sensor’s data, are normally imbalanced. A comprehensive technique “BRACID” (Bottom-up Induction of Rules And Cases for Imbalanced Data) to deal with imbalanced data in order to learn rules was presented by [14]; experiments and results showed that new algorithm performed much better as compared to classifiers including C4.5, PART, RIPPER, and CN2 in case of imbalanced data. Another techniques was presented [8] to learn classifiers from imbalanced data.
Rodger [15] proposed a vehicle health maintenance system using Kalman model; sensor data was used for fault prediction; moreover engine abnormal behavior was also observed by anomaly detection. Then in the same year another vehicle maintenance system was proposed for diagnostic and remote prognostic of vehicles based on least squares support vector machine classifier; the system promoted the use of smart phones in automotive industry. Remote maintenance of vehicle system is strongly based on vehicular communication network. Lu et al. [16] demonstrated vehicle ad hoc networks in detail and found parameters for communication. In preceding year, [17] presented a comprehensive analysis of failure prediction of compressor. Sensor data was used and also challenges and problems have been discussed in detail. Data was collected from logged vehicle data base which maintains maintenance record of all vehicles visiting Volvo workshop. Random Forest, KNN, and C5.0 were used for fault prediction of compressor failure. Kargupta et al. [18] presented a vehicle monitoring system in their article. The system monitors driver activity and the status of the car engine. Smart phones were used for communication between vehicle and back-end server using wireless communication.
Since traffic is getting crowded day by day, accident danger increases. To overcome this situation, intelligent systems are being used with new technologies. Türker and Kutlu [19] presented an overview of existing systems using OBD2 tools and systems using communication through OBD2 interface. A comprehensive analysis of vehicle maintenance used unsupervised and supervised techniques with the help of telematics gateways which enables the vehicles to communicate with back-end server [1]. On-board and off-board data was used for vehicle fault diagnostic and prognostics. Then a novel data cloud service in Internet of things for vehicle was proposed [20] in which two data mining algorithms were used including Naive Bayes and Logistic Regression for warranty analysis using warranty data record of vehicles.
Sun presented multisensor fusion technique [21] to monitor vehicle’s health using oil data and vibration signals. Schmalzel et al. presented a comprehensive discussion on how smart sensors could be used for health monitoring of a system and to diagnose a problem [22]. Another vehicle health monitoring system was presented by Murakami et al. using data base, data distribution network, and a communication system [23]. One more system for health monitoring was proposed by Ng et al. that was demonstrated on a passenger vehicle [24]. System was able to detect any problem or fault in sensors or actuators.
There are cost constraints when sensor data is being used as large memory space and processor speed are required. One solution for data reduction [25] was presented by Choi et al. using different machine learning techniques for engine. Another prognostic health monitoring system [26] was presented by Cole et al. using sensor data in which agent based system was used. Using on-board data, another remote health monitoring system [27] was proposed by Zhang et al. in which vehicle no start condition was analyzed in detail. Chen and Zhu presented complete model of vehicle health monitoring system [28] which was demonstrated on electric wheel truck. Naryal and Kasliwal presented an in vehicle embedded system [9] for health monitoring to analyze the internal condition of vehicles components by using travelers information. That system was also able to predict future failures to avoid interruption in journey. To monitor health state of machines and technical vehicles, a remote diagnostic and monitoring system [29] was proposed by Manakov et al. An application development project [30] was presented by Ganesan and Mydhile to monitor vehicles health condition remotely using self-adaptive technique. Ruddle et al. presented a prognostic vehicle’s health monitoring system [2] for electric vehicles using failure analysis. To increase safety and reliability, Baraldi et al. presented a model for prognostic and health monitoring [31] for electric vehicles. Hodge et al. presented a survey of wireless sensors network [32] in railway industry. Another android application based vehicle health monitoring system [33] was presented by Babu et al. in which engine’s condition, battery condition, and emission system were monitored, and driver of vehicle was notified about the condition of mentioned systems via android phone.
We propose a real time vehicle monitoring and fault prediction system. In VMMS main subsystems of vehicle, ignition system, exhaust system, fuel system, and cooling system are analyzed in detail. Sensor data has been used for fault prediction using machine learning techniques, Decision Tree, SVM, -NN, and Random Forest. Data is generated using smart phone and OBD2 scanner when vehicle is on drive. Sensor data in the form of Diagnostic Trouble Codes (DTC) is transmitted to smart phone via Bluetooth and then sent to back-end server. Classification algorithms are applied and interesting patterns are learned which can cause any system to fail. User is notified in case of abnormal condition via push notification on smart phone and email notification. User or owner of vehicle can monitor current condition of vehicle remotely. In next section, architecture of proposed VMMS is discussed in detail.
3. Overview of VMMS Architecture
VMMS has three main layers as shown in Figure 1. In first layer, data is generated. An OBD2 scanner is connected with the vehicle through OBD2 port. A variety of these scanners are available in market; ELM 327 Bluetooth (ELM 327) is being used in the proposed system which is basically a microcontroller. This scanner behaves like a bridge between vehicle and portable device, that is, mobile or laptop which supports Bluetooth. There are tiny ICs (integrated circuits) generated for this communication between vehicle and portable device. All sensor’s data in form of DTC are generated when vehicle is on the move and sent to smart phone. Data is continuously being generated and transmitted to smart phone via Bluetooth. Actually smart phone communicates with ECU via wireless connection which is used as a source to connect vehicle to back-end serve. The conceptual diagram of VMMS is shown in Figure 1.




	
	
		
			
		
		
			
		
		
			
		
			
		
		
			
		
		
			
		
		
			
		
			
		
			
		
		
			
		
			
		
		
			
		
		
			
		
		
			
		
			
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
	


Figure 1: VMMS Architecture.


Figure 1 shows complete flow diagram of proposed VMMS. In data processing layer, first step is feature selection in which data stream of DTC is filtered in feature selection process using experts suggestion. Then a PCA (Principle Component Analysis) is applied on data set for feature reduction. After that four classification algorithms are used in classification phase including Decision Tree, Random Forest, -NN, and SVM. Interesting combinations of DTC or relationships are learned and further processing is done on server end. These results are stored on server for further derivation which is used for fault prediction and remote monitoring of vehicle.
In remote monitoring layer, the owner or concerned person of vehicle can monitor the current condition of vehicle remotely like fuel status, speed, and current position. The driver or the owner of vehicle is notified about the failure of any subsystem of vehicle through automatic notification.
The main advantages of the proposed system are as follows:(i)A nontechnical person can get into the failure of any subsystem of vehicle as VMMS provides all information of vehicle status and condition on smart phone which is connected to vehicle.(ii)VMMS focuses on the real life solutions using machine learning techniques which can save money and time as well.(iii)Autonomous vehicle needs continuous stream of sensory input of functioning part of vehicle; VMMS prediction will guide autonomous vehicles decision system from failure of any system part.(iv)Vehicle life time is increased as when owner/driver knows all about internal conditions of systems; then he can get some steps to get rid of any system failure(v)Accident risk decreases with the awareness of structure of systems.
4. Data Generation
Vehicle four main systems are analyzed including ignition system, fuel system, exhaust system, and cooling system for data generation. Those systems are monitored by sophisticated computer controls. Sensors provide fault information to Engine Control Unit (ECU). ECU is a microcomputer which consists of lot of electronic components and circuits including many semiconductor devices. Its input device receives input in the form of electric signals. These signals come from many sensors located at different positions in engine. Its processing unit compares input data with data stored in memory. The memory unit contains basic information about how to operate engine. The output device pulses the electric signals of the solenoid type injection valve. ECU basic function in electric fuel injection system is to control pulse rate through injector, idle speed, ignition timing, and fuel pump. The ECU adjusts quickly to change the conditions by using programmed characteristics map stored in memory unit. Aim of ECU is to maximize engine power with lowest amount of exhaust emission and lowest fuel consumption. OBD2 scanner tools download on-board trouble codes by communicating with ECU to determine which sensor is not helping (ECU). Then there is a serial bus communication protocol CAN (Controller Area Network) which is made by Boch in 1980s. It describes a standard for effective and trustworthy communication between controller, actuator, sensor, and ECU.
When vehicle is on drive, OBD2 scanning tool is connected with vehicle and DTCs generated on run time are being transmitted to the smart phone. ELM327, the scanning tool being used, can display more than 1500 values of sensor data. Toyota Corolla vehicles have been used in experiments. Data of around 70 vehicles has been collected, both normal case when there is no fault and other case when faults were there in different vehicle subsystems. A stream of DTC is produced by sensors with sampling frequency of 1 Hz when vehicle is on the move for each system under experiment. Each reading is taken as one example. Data set consists of 150 examples. DTC generated by sensors is considered as an attribute or feature. The feature value is set 1 if that particular DTC is generated and set as 0 otherwise. The output of system or class label is also in binary form. If system is on operation then output is set as 0 which means that vehicle is in safe condition. If fault occurred or system breaks down, then output class label is set as 1. So data set generated is completely binary in nature.
5. Feature Selection
Around 20 DTCs were produced in each reading. Nine features for each system have been selected carefully by experts by mutual understanding. Moreover PCA has been applied to prioritize the feature on the basis of variance which is basically square of standard deviation .where (2) shows standard deviation and (3) shows mean :The cut-off value of PCA is selected as 95%. Since the highest eigenvalues represent the most relevant components, a cut-off value  is chosen; the cut-off value  is chosen empirically from the data. We compared the selected featured by experts with results of PCA. Almost the same 9 features contained 95% of variation as selected by experts; rest of the 11 features contained 5% of variation. Therefore those 11 features have been excluded as they contained small information regarding failure of a specific subsystem as shown in the Figure 2.




	
	
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
				
			
		
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
		
			
		
			
		
		
			
				
			
				
			
				
		
	


Figure 2: Representative example of the sorted PCA eigenvalue. The -axis shows the values of the component as a percentage of the total in log scale.


Those classification algorithms are selected which perform good on binary data, that is, with high accuracy and minimum error rate.
Decision Tree: Basic algorithm for Decision Tree [34] is applied using Gini (gdi) Diversity Index (measure of node impurity) for splitting criteria calculated bywhere  is probability that particular instance belongs to class C, that is, class 0 or class 1. Maximum number of splits is set to 10 to restrict tree size.
Support Vector Machine: SVM is optimization problem classifier [35]. In binary class problem, SVM draws a line that separates the instances of two classes and classify test instance by maximizing the margin between both sides of line. Radial Basis Function kernel  is selected for similarity measure.where is  a parameter to handle nonlinear classification.
-Nearest Neighbor: kNN [36] is applied where Euclidean distance  measure is used to calculate similarity or distance and number of neighbor  is set to 5.
Random Forest [37]. An ensemble learning method is applied to improve the accuracy, that is, Random Forest. Decision Tree algorithm is used; the maximum number of learners is set to 20. Data is sampled -times with replacement; for each sample, a Decision Tree is learned. So, at the end, there are  Decision Trees. Test instance is classified on the basis of majority votes of learned classifiers (Decision Trees).
6. Results and Discussion
In this section, all experimental results of classifiers are being discussed in detail.
Four classifiers are selected including Decision Tree, Support Vector Machine, -NN, and Bagging Tree (Random Forest). As the data set is binary in nature so these algorithms are selected as they perform good on binary data. These algorithms are implemented on each system including ignition system, exhaust system, fuel system, and cooling system. The performance of each algorithm on particular system is evaluated on the basis of accuracy, precision, recall, and  score measures. 10-fold cross validation has been used. Accuracy is the percentage of the total number of predictions that was found correct, whereas precision is true positive accuracy (tpa),  score is accuracy which is measured using precision and recall, and recall is true positive rate (tpr). According to [38, 39], the precision,  score, accuracy, and recall are calculated as follows:
ROC curve is basically a graphical representation which illustrates the performance of binary classifier. It is actually used to compare the accuracy of different classifiers.
Now, detailed discussion of classification results on each system is presented then the results of the proposed system VMMS are compared with base papers [4, 7].
6.1. Ignition System
Ignition system is very important as every system depends on it. Decision Tree, SVM, KNN, and Random Forest (Bagging Tree) are applied. All classifiers are trained on 150 readings. ROC, precision,  score, accuracy, and recall measures have been used to evaluate the classifier. Performance comparison between classifiers is performed using ROC curve as shown in Figure 3.




	
	
		
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
		
			
		
			
		
		
		
		
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
		
			
		
			
		
			
	


Figure 3: ROC comparison (ignition system).


Performance comparison of all classifiers including Decision Tree, SVM, -NN, and Random Forest is shown in Figure 3. Accuracy is measured by how much area is covered by ROC curve. As Figure 3 shows SVM covers highest area under the curve with 0.99% and Decision Tree covers lowest area under the curve as 0.73%. -NN covers 0.82% area under curve whereas FR covers 0.73% area under curve. Results show that SVM performs much better as compared to other classifiers. Table 1 shows precision, recall, accuracy, and F1 measure values for each classifier.
Table 1: Ignition system VMMS.
	

	Classifiers	Precision	Recall	Accuracy	 score
	

	DT	0.73	0.5	72.5	0.68
	SVM	0.94	0.98	96.6	0.96
	kNN	0.82	0.78	81.9	0.77
	RF	0.79	0.75	79.2	0.76
	



SVM beats other classifiers with 96.6% accuracy, 0.94 precision, and 0.98 recall; DT shows poor performance with 72.5% accuracy, 0.73 precision, and 0.5 recall.
6.2. Fuel System
For failure prediction of fuel system, selected four classifiers are applied on data set including Decision Tree, SVM, -NN, and Random Forest; results show that SVM performs much better as compared to other classifiers as shown in Table 2.
Table 2: Fuel system VMMS.
	

	Classifiers	Precision	Recall	Accuracy	 score
	

	DT	0.77	0.66	76.5	0.69
	SVM	0.98	0.98	98.7	0.97
	kNN	0.9	0.98	94.6	0.93
	RF	0.86	0.90	90	0.87
	



SVM shows 98.7% accuracy with 0.98 precision and recall. DT shows 76.5% accuracy with 0.77 precision and 0.66 recall. In the same way -NN and RF performance measures are given in Table 2.
Similarly for performance comparison of these classifiers, ROC curve comparison is presented in Figure 4.




	
	
		
		
		
		
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
	


Figure 4: ROC comparison (fuel system).


SVM covers maximum area under curve which means SVM shows highest accuracy where Decision Tree shows poor performance with 0.77% area under curve. For fuel system, -NN and RF perform much better with area under curve of 0.95% and 0.97%, respectively.
6.3. Exhaust System
Performance of each classifier is judged on the basis of accuracy, precision, recall, and  score which is shown in Table 3.
Table 3: Exhaust system VMMS.
	

	Classifiers	Precision	Recall	Accuracy	 score
	

	DT	0.75	0.65	78.5	0.68
	SVM	0.97	0.98	98	0.97
	kNN	0.89	0.87	89.9	0.87
	RF	0.84	0.90	76.6	0.86
	



SVM shows good performance with accuracy 0.97%; -NN and RF show approximately the same accuracy with 0.87% and 0.86% whereas DT shows 78.5%.
Accuracy comparison of all classifiers on the basis of ROC curve is shown in Figure 5.




	
	
		
		
		
		
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
		
			
		
			
		
			
		
		
			
		
			
		
			
		
			
		
			
	


Figure 5: ROC comparison (exhaust system).


In the case of exhaust system, RF and SVM show high accuracy with area under curve including 0.97% and 0.99%. -NN shows 0.90% area under curve and DT shows poor accuracy with lowest area under curve with 0.76%.
6.4. Cooling System
Same algorithms including Decision Tree, SVM, KNN, and Random Forest have been applied. Precision,  measure, recall, and accuracy values for cooling system are shown in Table 4, which shows that SVM performs much better as compared to other classifiers.
Table 4: Cooling system VMMS.
	

	Classifiers	Precision	Recall	Accuracy	 score
	

	DT	0.72	0.65	75.8	0.68
	SVM	0.96	0.95	96.6	0.95
	kNN	0.92	0.95	94.6	0.93
	RF	0.87	0.87	89.3	0.86
	



In the case of cooling system, SVM and -NN show highest accuracy with 96.6% and 94.6%, respectively. DT shows poor accuracy with 0.72%.
ROC curves of each algorithm are shown in Figure 6 to compare which classifier performs best.




	
	
		
		
		
		
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
		
			
		
			
		
		
		
			
		
			
		
			
		
			
		
			
		
			
		
			
	


Figure 6: ROC comparison (cooling system).


Figure 6 shows that SVM shows highest accuracy with area under curve 0.99% whereas Decision Tree shows poor accuracy with area under curve 0.77%.
Figures 3, 4, 5, and 6 show that SVM hits highest accuracy of approximately 98% whereas Decision Tree shows poor performance. According to the survey of classifiers [40], the main reason for outstanding performance of SVM is that decision surface is drawn based on boundary cases. SVM does not consider entire data. SVM performs very good on small observations. In current situation, data for 150 experiments is collected. That is why SVM achieved highest accuracy. In contrast to SVM, Decision Tree considers all data set and classify instances in step wise process. A small change in node selection can results in big change in result. The other flaw of Decision Tree is that it strongly depends on training data set, so it often shows poor performance on test data set. So these are the reasons that can cause poor performance in the case of Decision Tree. -NN and RF neither showed outstanding performance nor showed poor performance. On average -NN and RF showed good performance.
Now accuracy comparison with all systems being discussed in this paper is presented in Table 5 which shows the accuracy comparison of four classifiers including Decision Tree/C5.0, Support vector machine,  Nearest Neighbor, and Random Forest/Bagging Tree on different systems of vehicles.
Table 5: Comparison with existing systems.
	

	Systems VMMS	DT%	SVM%	kNN%	RF%
	

	Ignition system	72.5	96.6	81.9	79.2
	Fuel system	76.5	98.5	94.6	90.0
	Exhaust system	78.5	98	89.9	88.6
	Cooling system	75.8	96.6	94.6	89.3
	



The accuracy of these four classifiers is compared with proposed VMMS ignition system, VMMS fuel system, VMMS exhaust system, and VMMS cooling system graphically in Figure 7 which shows graphical interpretation of accuracy comparison.




	
	
		
			
				
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
				
		
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
		
			
		
			
		
		
			
		
			
				
			
			
				
			
				
			
			
				
		
	


Figure 7: Accuracy comparison.


Graphical interpretation of Table 5 is shown in Figure 7.
In this section we discussed classification results of each system of vehicle including ignition system, fuel system, exhaust system, and cooling system and accuracy comparison of existing systems. Next section contains conclusion and future work.
7. Conclusion and Future Work
With the increasing trend of smart phones and wireless communication, it has become feasible to use these technologies for real time solutions. Despite limited resources, these technologies are being used along with machine learning approaches to solve big problems in automotive industry. A novel vehicle monitoring and fault predicting system is presented in this paper including VMMS. Four classifiers including Decision Tree, SVM, RF, and -NN have been used for fault prediction. Four main systems of vehicles have been considered. The main objective of the proposed system is to reduce the fault frequency of systems in vehicle.
Our first contribution to this paper is data generation and feature selection. Sensor data of Corolla cars manufactured by Toyota has been used. We selected those distinctive sensors that can cause a system to break down. The second contribution is to propose a user friendly vehicle fault prediction and vehicle remote health monitoring system.
There are several ways to extend current results. A noticeable thing is to find the ways of refining classification performance. Four classification algorithms have been used, Decision Tree, Random Forest, Support Vector Machine, and -Nearest Neighbor. The accuracy can also be discussed by applying other prediction techniques and working more on data set. All data that we have collected comes from 70 vehicles of Toyota Corolla type. In the future, we intend to work on various types of vehicles to gather data. We will continue our effort in this field to improve results and to explore more systems in vehicles like CAN, and so on.
Acronyms
	OBD:	On-board diagnostic
	DTC:	Diagnostic Trouble Code
	ROC:	Receiver Operating Characteristics
	AUC:	Area under the curve
	ECU:	Engine Control Unit
	CAN:	Controller Area Network
	PCA:	Principle Component Analysis
	DT:	Decision Tree
	SVM:	Support Vector Machine
	-NN:	-Nearest Neighbor
	RF:	Random Forest
	NA:	Not available
	TP:	True positive
	TN:	True negative
	FP:	False positive
	FN:	False negative
	P:	Precision
	R:	Recall.
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