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Vehicle emissions are largely determined by the details of driving behaviours. Accordingly, emissions are o�en estimated by integrating 
micro-scale emission models into traffic simulations. Under this approach, it is essential to replicate the actual traffic situation being 
considered in an emission evaluation using a proper calibration procedure. Most previous research with respect to traffic flow has 
primarily focused on adjusting the complex combinations of parameters evaluated in these models, but it is not guaranteed that the 
use of widely used calibration measures can lead more accurate emissions estimates. Accordingly, we propose a systematic guideline 
for calibration to ensure reliable micro-scale emissions estimates. A calibration procedure is thus established in this paper based on 
various measure of effect (MOE) compositions (i.e., calibration levels) consisting of aggregated traffic data to identify the level that 
most reliably estimates micro-scale emissions. Five calibration levels of progressively more detailed measurements are first defined, 
valid calibration levels are identified, and the reliable calibration level is finally selected based on the available traffic data. �e effect 
of vehicle type (i.e., light vs. heavy vehicles) composition on the estimated emissions is also evaluated for a well-calibrated simulation. 
We expect that a highly reliable estimation of emissions is possible using this more detailed traffic simulation calibration measurement.

1. Introduction

As the number of vehicles on roads increases, the issue of 
vehicle emissions has grown in importance. To address such 
emissions-related concerns, it is necessary to establish appro-
priate emission management strategies by estimating and 
monitoring vehicle emissions. It has been widely established 
that vehicle emissions are primarily determined by the details 
of driving behaviours such as driving speed, acceleration pat-
tern, vehicle type (e.g., heavy vehicles), and responses to 
weather and road geometry [1, 2]. Among these factors, vehi-
cle emissions are most effected by dynamic driving behaviour 
features such as frequent acceleration/deceleration, very high 
or low speeds, idling at stop, and sudden stops due to conges-
tion or anxious driving [2, 3]. As the ability to simulate the 
microscopic features of vehicle behaviour in a wide range of 
road networks has become more sophisticated, the estimation 
of emissions based on simulations is positioned to better 

evaluate the impact of the real-world traffic behaviours on 
emissions and more completely inform the development and 
management of traffic operation strategies [4, 5].

To accurately capture the effects of dynamic driving behav-
iours on emissions, micro-scale emission models such as 
VERSIT+, VT-micro, CMEM, PHEM and MOVES have been 
found to be more suitable than macro-scale emission models 
[6–10]. To describe driving profiles and vehicle characteristics 
in these micro-scale emission models, an extensive set of 
parameters are required, primarily consisting of vehicle speed 
profiles that include trajectory data, model year, and fuel type 
[3]. Among these previously developed models, MOVES con-
tains an operating mode (OpMode) approach that measures 
emissions by capturing the state of vehicle engines under spe-
cific conditions such as braking, idling, coasting, and cruising/
accelerating within various speed ranges and vehicle-specific 
powers (VSPs) using second-by-second trajectory data [11]. 
�ese features enable a more detailed estimation of vehicle 
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emissions, but it remains difficult to obtain such trajectory 
data for an entire vehicle within a given analysis section, so 
virtual trajectories based on micro-scale traffic simulations 
are typically used.

Early studies of emissions models focused on determining 
the differences between micro- and macro-scale emissions 
models using various types of traffic simulations [6–9]. 
Recently, there have been some attempts to integrate emission 
models into traffic simulation models by developing add-on 
modules based on statistical emission models (e.g., the 
VERSIT+ based EnViVer modules in the VISSIM so�ware) 
[12–19]. �ese studies attempted to determine the sensitivity 
of emission estimates to road type, geometry, and vehicle type 
using emission-model-integrated traffic simulations. �ough 
these traffic simulation models dealt with micro-scale emis-
sions, most were conducted under only free-flow traffic con-
ditions in which the impact of the micro-scale emissions 
model was insufficient [20], and only a few studies discussed 
a simulation calibration method.

�e objective of the calibration is to fine-tune the param-
eters of the traffic model so that the discrepancy between the 
observed and simulated traffic flow is minimized. Most studies 
of microscopic traffic simulation calibration have focused on 
methods for adjusting complex combinations of behavioural 
parameters using optimization algorithms such as genetic 
algorithms (GA) rather than investigating calibration meas-
ures of effect (MOEs) [21–25]. Traffic engineers generally use 
aggregated traffic data as the MOEs such as volume, speed, 
travel time, and origin/destination volume for calibration of 

their models in order to replicate the actual traffic flows [24]. 
�ough these basic MOEs seem to be sufficient to obtain real-
istic macroscopic traffic flow characteristics (i.e., capacity, 
average speed, and queuing and travel times), previous studies 
using them could not guarantee the sufficiently realistic micro-
scopic details of vehicle characteristics (i.e., speed and accel-
eration) necessary to accurately predict emissions. In order to 
obtain valid emissions estimates, the simulated vehicle trajec-
tories in the entire network should be similar to the actual 
trajectories of vehicles in the real world, especially under con-
gested and complex traffic conditions such as weaving sections 
[26, 27]. In this respect, more effective calibration procedures 
and MOE compositions need to be studied.

Accordingly, there has been an attempt using raw sample 
of vehicle trajectory as a calibration MOE for estimating 
micro-scale emissions [20], showing that such detailed MOEs 
(i.e., trajectory-based speeds and accelerations) are quite effec-
tive in producing models with realistic traffic conditions that 
reliably estimate emissions. However, the research was con-
ducted under uncongested conditions, and also primarily 
focused on investigating the calibration parameters them-
selves. Furthermore, such a trajectory-based calibration 
approach appears to be difficult to apply in situations in which 
infrastructure-based traffic data is only available. In other 
words, it remains essential to investigate methods for captur-
ing the actual traffic situation by utilizing the aggregated traffic 
data to ensure a realistic micro-scale emissions estimate. As 
detection technology on a road has continued to develop, it 
has become possible to obtain more detailed traffic data from 
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road infrastructure [28–30]. In this regard, it is expected that 
a more elaborate calibration ensuring reliable emissions esti-
mates can be conducted by utilising data aggregated at the 
infrastructure-based level.

In this study, we propose a systematic guideline for the 
calibration of reliable micro-scale emissions estimations. By 
introducing various MOEs consisting of aggregated traffic 
data, we establish a calibration procedure and MOE compo-
sitions (i.e., calibration levels) to identify the level most capable 
of reliably estimating emissions. In order to clearly demon-
strate the relationship between the micro-scale emission 
model and the simulation calibration, we focused on a con-
gested weaving section of a highway using video tracking data 
provided by the Next Generation Simulation (NGSIM) [31]. 
Vehicle emissions were investigated by applying datasets from 
NGSIM and VISSIM to a project-level MOVES emissions 
model. In addition, the effects of heavy vehicle composition 
on the simulation of estimated emissions were evaluated. Note 
that we have not attempted to propose any optimization algo-
rithms, but have instead focused on the development of a 
practical calibration procedure by evaluating a method by 
which calibration can be conducted using infrastructure-based 
MOEs to demonstrate general application and transplantabi-
lity of our work.

�e remainder of this paper is organized as follows: 
Section 2 describes the framework and methodology, Section 3 
provides the parameters and results of a micro-scale traffic 
simulation focusing on calibration, Section 4 evaluates the 
estimated emissions according to each calibration level, and 
Section 5 summarizes the conclusions of this study.

2. Framework

In this study, we identified the micro-scale traffic simulation 
calibration level required to minimize the discrepancy between 
actual and estimated vehicle emissions. �e overall framework 
of the study is shown in Figure 1. First, the environntal infor-
mation (e.g., geometry, vehicle composition, and speed limit) 
and eight types of aggregated traffic data (total traffic volume, 
or �, in v/h; 15-min flow rate in v/15 min; average space mean 
speed (SMS), or U, in kph; 15-min SMS in kph; origin– 
destination pair (O–D) per link in v/15 min; input/output vol-
ume (I/O) per lane in v/15 min; SMS per lane in kph; and O–D 
per lane in v/15 min) were obtained from NGSIM video track-
ing data. �e aggregated traffic data and vehicle trajectories 
(i.e., raw data) were taken as the baseline “observed” real-
world data. Based on environmental information and four 
basic aggregated traffic data types (i.e., total traffic volume, 
15-min flow rate, average SMS, and 15-min SMS), we built a 
traffic simulation network using VISSIM so�ware.

A�er build the network, same types of the aggregated traf-
fic data in accordance with calibration level were exported 
from the network for comparing with the real-world traffic 
(i.e., calibrating the simulation). Namely, the eight types of 
aggregated traffic data were utilized for calibration MOEs. �e 
calibration procedures are conducted by setting the calibration 
levels to one of five combinations of the MOEs, labelled L0–L4, 
in which the total MOEs increased with calibration level. �e 

calibration levels evaluated in this study are defined as 
follows:

(i)  L0 (default level): Match the four basic aggregated 
traffic data types (i.e., four MOEs).

(ii)  L1: Satisfy L0 and also match O–D per link (i.e., five 
MOEs).

(iii)  L2: Satisfy L1 and also match I/O per lane (i.e., six 
MOEs).

(iv)  L3: Satisfy L2 and also match SMS per lane (i.e., seven 
MOEs).

(v)  L4: Satisfy L3 and also match O–D per lane (i.e., eight 
MOEs).

Generally, total traffic volume, 15-min flow rate, average SMS, 
and 15-min SMS (i.e., the four basic types of aggregated traffic 
data) have been widely utilized as calibration MOEs in the 
traffic flow simulation field. Accordingly, we established L0 
with these four basic MOEs to serve as the default level that 
must be satisfied under all other calibration levels. However, 
even if the simulation calibration is conducted such that the 
performances of all four basic MOEs show 0% error, it is dif-
ficult to be sure that vehicle movements within the entire 
network are close to those in the real-world. As a result, we 
adopted four additional MOEs to evaluate their effects on cali-
bration improvement. If all eight MOEs were to be evaluated 
in all possible combinations, too many combinations would 
be generated, making it difficult to meaningfully compare the 
outcome of each calibration.

�erefore, in this study, as the calibration level increases, 
one additional MOE is introduced to those in the previous lev-
els. �e additional MOEs are less aggregated as the calibration 
level increases, so it is expected that more sophisticated simu-
lation calibration can be conducted, resulting in a simulated 
traffic flow that is increasingly similar to that in the real world. 
However, obtaining these decreasingly aggregated data types 
in the real-world is very difficult. For example, the O–D per 
lane data in L4 is the most difficult to obtain, as it must be 
determined by refining the entire vehicle trajectories. In this 
respect, the five calibration levels evaluated in this study were 
established not only to reflect an increasingly involved step-by-
step calibration procedure (i.e., order of calibration) but also to 
determine the most reasonable calibration level (i.e., total com-
position of calibration MOEs) for reliable emissions estimation. 
In each level of calibration, the corresponding MOEs within 
the entire network from simulated VISSIM data were compared 
to those from observed NGSIM data were compared, then the 
calibration parameters were iteratively adjusted until all per-
formance measurements of all MOEs in each calibration level 
were within their target ranges. Further details describing the 
order of calibration, performance measurements, and target 
ranges according to each MOE are discussed in Section 3.3.

Once each calibration level was complete, we extracted the 
vehicle trajectory sets. �e generated vehicle trajectory sets 
from NGSIM and VISSIM were input into the MOVES model 
using OpMode approach, which is able to analyse vehicle 
emissions in micro-scale. Vehicle emissions were thus esti-
mated according to calibration level by applying each 
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vehicle’s trajectory was generated using image processing 
techniques. �e trajectory data provided the precise location of 
each vehicle within the study area every one-tenth of a second 
(i.e., each vehicle was tracked in every video frame), resulting 
in detailed vehicle lane positions and locations relative to 
other vehicles. A total of 45 minutes of data were available 
in the dataset for peak-time traffic, segmented into three 15 
minute periods: 07:50–08:05, 08:05–08:20, and 08:20–08:35, 
representing the build-up of congestion, transition between 
uncongested and congested conditions, and full congestion 
during the peak period, respectively. In the given time period, 
a traffic volume of 6,101 vehicles was recorded passing through 
the test section at an average speed of 10.58 m/s (38.10 kph). 
�e entire vehicle composition is shown in Table 1.

3.2. Simulation Setup. Based on environmental information 
and four basic aggregated traffic data which was explained at 
Section 2, we built a traffic simulation network using VISSIM 
which is one of most popular micro-scale traffic simulators for 
modelling individual vehicle interactions under given traffic 
conditions. Because of the stochastic nature of VISSIM, we 
applied a 15 min warm-up and 45 min simulation period, 
running multiple simulations using random seed numbers. 
�e average result of several simulation runs is reported as 
the average traffic condition for the given calibration levels.

�e scope of this study is considerably microscopic and 
the total evaluated time frame is very short at 45 min, so the 
ability to implement and calibrate the traffic network using 
the standard one-hour interval � and � is limited. �us, 
15-min interval � and � data were extracted from the standard 
aggregated data and coded accordingly in our traffic network. 
Furthermore, the network was designed so that the volume 
could be set for each lane in order to implement the higher 
calibration levels (i.e., L2–L4) that consider I/O per lane, SMS 

trajectory set, and then compared with calculated emissions 
from the NGSIM trajectories, which were defined to be the 
“ground truth” real-world values.

�e driving characteristics are not the only important 
factor in ensuring a reliable emissions estimation: the vehicle 
composition is also critical. Even if a model is well-calibrated 
and realistic traffic flow is simulated, emissions estimates can 
be inaccurate if the actual composition of vehicles is not 
reflected in the simulation. In order to determine the effect 
of vehicle composition on the accuracy of emissions 
 estimation, we evaluated an additional trajectory set 
 excluding heavy vehicles at the highest calibration level (L4-
pc). Note that we did not evaluate any such “passenger car 
only” cases in the lower calibration levels because their 
effects are not only included in L4-pc, but they are also less 
calibrated than L4, so evaluating the effect of vehicle 
 composition when estimating emissions at lower levels is not 
a critical problem.

3. Traffic Simulation and Calibration

3.1. Study Area. �e test network site evaluated in this study 
was the weaving section of US101 in Los Angeles, CA, as 
shown in Figure 2. �e test section was approximately 640-
m long and consisted of five mainline lanes throughout the 
section, with a 213-m long auxiliary lane for merging between 
the on-ramp and Ventura Boulevard and the off-ramp at 
Cahuenga Boulevard. To simulate the traffic flow, calibrate 
the simulation and calculate emissions, we first obtained the 
traffic environmental information, aggregated traffic data and 
individual vehicle trajectories (i.e., speed and acceleration) 
from the NGSIM data, in which all vehicle movements on the 
test site were recorded by multiple video cameras and each 

213 m176 m 251 mWarm-up section Warm-up section

On-ramp (Ventura Blvd) O�-ramp (Cahuenga Blvd)

Main road (5 lanes)

Figure 2: Schematic of test site (weaving section in US101).

Table 1: Vehicle type composition in NGSIM data.

Vehicle type
1st 15-min interval 2nd 15-min interval 3rd 15-min interval

Vehicles Percentage Vehicles Percentage Vehicles Percentage
Motorcycle (Gasoline) 30 1.4% 10 0.5% 5 0.3%
Passenger car (Gasoline) 2,086 96.2% 1,963 97.3% 1,870 97.6%
Truck and bus (Diesel) 53 2.4% 44 2.2% 40 2.1%
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range is set smaller, but it is hard to regularize the boundary 
under such conditions due to general problems such different 
scales or units (i.e., there is no rule-of-thumb standard). In 
other words, the goodness-of-fit tests usually employed to 
assess the effectiveness of calibration do not provide sufficient 
information for assisting the user in identifying weaknesses 
encountered during the course of the calibration [21]. To 
address this shortcoming, we adopted the well-known error 
rate (ER), root mean squared percentage error (RMSPE), and 
GEH fitness functions as performance measurements to iden-
tify the differences between each MOE and to more easily set 
its target ranges. �e target ranges of these measurements must 
be satisfied in each calibration level; as the calibration level 
increases, so does the number of MOEs, maintaining the target 
ranges from the previous level by definition.

For the default calibration level (i.e., L0), we used four per-
formance measurements: the error rates (ERs) of the total vol-
ume and average SMS, and the root mean squared percentage 
errors (RMSPEs) of the flow rate and average SMS in a 15 min 
period. Using GEH statistics which is most widely used meas-
urements in O–D data [21], the O–D per link was evaluated to 
provide better calibration in L1, and four O–D pairs existed in 
the test network (main-to-main, main-to-off, on-to-main, and 
on-to-off). A�er satisfying the calibration requirements of L1, 
the RMSPE of the I/O per lane was considered in L2. In L3, the 
RMSPE of the SMS per lane was considered. Finally, we used 
the GEH of the O–D per lane to provide the highest calibration 
level (L4), with 36 pairs existing between lanes. If the GEH 
values resulting from a simulation run at each measurement 
location for all O–D pairs evaluated were less than 5, the sim-
ulation was considered to be acceptably calibrated. �e ER 
target ranges were set to be within ±5% and the RSMPE∗ target 
ranges were set to below 5 (RSMPE∗ indicates that the number 
has been multiplied by a factor 100 because of the small values 
resulting from the RMSPE equation). As mentioned previously, 
smaller ranges are better for sophisticated calibration, but result 
in a more intricate and time-consuming process. In this study, 
each of the target ranges were reasonably established by 

per lane, and O–D per lane. �is is required because this spe-
cific test section included complex traffic weaving under con-
gested conditions, and the nature of the simulation setup has 
a considerable effect on the implementation of such conditions 
with frequent lane changing. To address this complexity, we 
established warm-up sections on each end of the test section 
as shown in Figure 2. Note that while input volumes per lane 
were based on the NGSIM data for calibration levels L2–L4, 
we coded the same proportion of input volumes in each lane 
for calibration levels L0 and L1. Additionally, we evaluated a 
simulated network composed of only passenger cars for the 
L4-pc scenario to identify the effect of vehicle composition on 
the estimated emissions.

3.3. Simulation Calibration. �e objective of this calibration 
process is to fine-tune the parameters of the microscopic 
traffic model so that the discrepancy between the observed 
and simulated traffic behaviours is minimized. In this respect, 
the calibration is a critical step in ensuring accurate estimation 
of vehicle emissions. As described in previous section, we 
setup of the calibration levels in five as increasing the number 
of MOEs reflecting order and composition of calibration 
MOEs assuming that simulated macroscopic traffic flow is 
more similar to actual as the level increased by sophisticated 
calibration. A�er implement the network, same types of 
the aggregated traffic data in accordance with compositions 
of calibration MOEs were exported from the simulated 
network in each level for calibrating the simulation. Specific 
performance measurement of each MOE, its target range and 
order of calibration are presented in le� side of Table 2.

A number of goodness-of-fit equations (e.g. MAPE, ER, 
RMSE, RMSPE, GEH, and etc.) have been used to quantify 
estimation or prediction error and serve as performance meas-
urements in various calibration-related research. Such research 
has focused heavily on numerical algorithms that minimize 
error by applying appropriate target values or fitness functions 
on their own [21–25]. It is, however, widely known that better 
performance can be expected when the measurement target 

Table 2: Calibration order, MOEs, performance measurements, and target ranges according to calibration level.

Cells with bold text: calibration achieved.

Order MOE Performance 
measurement

Target 
range

Calibration level
L0 L1 L2 L3 L4 L4-pc

1 Total volume ER ±<5% −0.31 
(−19 veh)

−0.03 
(−2 veh)

0.10 
(6 veh)

0.20 
(12 veh)

0.25 
(15 veh)

0.49 
(30 veh)

2 15-min flow rate RMSPE∗ <5 1.54 1.45 1.52 0.88 0.85 0.60

3 Avg SMS ER ±<5% 3.69 
(1.4 kph)

−2.62 
(−1.0 kph)

0.52 
(0.2 kph)

2.83 
(1.1 kph)

0.85 
(0.3 kph)

−0.05 
(0.0 kph)

4 15-min SMS RMSPE∗ <5 2.87 2.34 1.99 1.30 0.75 0.68

5 O–D per link GEH <5
max 10.82 4.99 4.00 2.93 3.29 2.75
avg 4.98 4.02 2.57 1.29 1.30 1.15
min 0.69 2.51 1.25 0.22 0.25 0.09

6 I/O per lane RMSPE∗ <5 9.07 8.26 3.14 2.35 1.62 1.84
7 SMS per lane RMSPE∗ <5 26.23 22.23 8.35 4.32 3.79 0.44

8 O–D per lane GEH <5
max 13.27 11.93 4.00 6.25 3.30 4.24
avg 6.80 6.20 3.52 1.80 1.32 1.22
min 0.24 0.29 0.24 0.1. 0.0 0.0
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vehicle driving in simulation [23]. In each MOE calibration, 
the calibration parameters were adjusted automatically by 
increasing the value within the adjusting boundary, but the 
target calibrated or re-calibrated values of the MOEs were 
manually selected in each iteration to check the deviations of 
each MOE.

3.4. Results of Calibration. �e result values in each of the 
five calibration levels are summarized in right side of Table 2. 
To compare the results of each level calibration, three 
performance measurements were considered in this section. 
First, as shown in the U–Q curves in Figure 3, the observed 
and simulated traffic conditions agree well under the congested 
condition, and we confirmed that the all calibration levels were 
successfully completed in L0 level.

To identify the differences between each calibration level 
and the observed traffic environment in detail, we also com-
pared the average SMS in each lane and generated a heat map 
of O–D in the three 15 min periods considered in Figures 4 
and 5, respectively. In Figure 4, it can be observed that there 
is a clear difference between the simulated and observed values 
for L1 and L0. �e L0 calibration presents a higher speed than 
the observed data for Lane 1 through Lane 3, indicating that 
the traffic flow in these lanes is more fluid for this calibration 
level than for the others. However, the speed can be seen to 
dramatically decrease in Lane 4, which exhibits the largest 
deviation from the observed data, indicating that vehicles 
mostly change lane at Lane 4. In the case of L1 calibration, 
vehicles are able to find their own routes, but because fitting 
the inflow and outflow is a calibration objective at this level, 
the resulting weaving is significant, especially in Lane 5, as 
indicated by the fact that it exhibits the slowest speed, showing 
a considerable deviation from the observed data. According 
to the results under L2, a minor deviation from the observed 
data is exhibited in Lanes 4 and 5, but the shape of the speed 
curve is similar to that of the observed data. In the remaining 
cases, the shape of curves is increasingly similar to that of the 
observed data with almost no deviation, indicating that these 
calibration levels reflect the observed data quite well. �e heat 
map of the O–D flow rates per lane is also compared as shown 
in Figure 5. As the calibration level increases, the simulated 
traffic flow becomes more similar to the observed data and 
exhibits relatively low average GEH values.

Examining the results in Table 2 in detail, it can be 
observed that the performance measurements of all MOEs of 
the previous calibration levels satisfied their tolerances (i.e., 
target ranges). Note that in Table 2, utilizing only the typical 
MOEs in L0 seems to be insufficient to simulate the actual 
traffic flow, as indicated by the relatively high values of the 
performance measurements. However, higher levels of cali-
bration MOEs appear to more accurately reflect actual vehicle 
driving behaviours. Indeed, in Table 2 the performance meas-
urements that were satisfied in the previous calibration levels 
mostly improve (decrease) as the calibration level increases 
because more elaborate MOEs are included. �is indicates that 
calibration levels are correlated and not independent. 
Accordingly, to validate the proposed calibration procedure, 
we conducted the calibrations in levels L1–L4 in various orders 
without completing L0 first (i.e., ignored our proposed 

trial-and-error as it is difficult to theoretically define their 
upper bounds. However, the established ranges still indicate a 
fitness performance of approximately 95%.

Because multiple MOEs are configured in each level, deter-
mining the order of calibration is a critical problem addressed 
in this study. At each calibration level, the simulation was iter-
ated, adjusting the calibration parameters until their perfor-
mance measurements fell within their target ranges. �is 
means that the MOEs contained in each level must simulta-
neously satisfy all target ranges. However, it is very difficult to 
simultaneously calibrate several MOEs and to design a single 
fitness function integrating them that guarantees a global max-
imum and local minimum in the optimization problem. In 
this paper, we accordingly adopted the practical and thor-
oughly discussed systematic general calibration procedure 
presented in [32]. �e order of calibration MOEs evaluated 
was as shown in the le�most column in Table 2. As previously 
mentioned in Section 2, the data in each additional MOE are 
less aggregated than in previous MOEs. Typically, I/O and 
SMS per lane can be considered to be the same, hierarchically 
speaking, but we evaluated the I/O per lane in an earlier level 
(i.e., L2) in this study because volume-related MOEs have a 
greater affect than speed-related MOEs [32].

As the calibrations were conducted by order of calibration 
MOE defined according to level, the re-calibration problem 
must be considered. At the default level, the total traffic volume 
and flow rate were calibrated first, followed by the average 
SMS, then the 15-min SMS. A�er completing the earlier levels, 
each additional MOE was calibrated sequentially according to 
the defined order of levels. During this process, the error of 
previously calibrated MOEs can change when calibrating an 
additional MOE. If the resulting error is higher than the target 
range, the previously calculated MOEs must be re-calibrated 
until all MOEs satisfy their tolerances. For example, in L3, we 
adjusted the calibration parameters for the SMS per lane a�er 
completing L2. However, the calibration of MOEs in L2 can 
be broken when calibrating the additional MOE, so the pre-
viously calibrated MOEs must be iteratively re-calibrated. Note 
that because the order of MOEs is somewhat inversely pro-
portional to the aggregation level, this re-calibration is likely 
to be less difficult at lower levels. �is step-by-step calibration 
procedure can thus be more effective and practical in real-
world applications.

In our study, we selected the driving behaviour parameters 
of Widedemann74 model in VISSIM which are related to vehi-
cles’ car-following and lane-changing, as it is more suitable to 
modelling urban traffic and weaving sections [18]. �ese 
parameters were used as calibration parameters. �e speed 
limit of the network is set to be the same as the actual traffic 
without calibration. Furthermore, we also adjust the input flow 
of main lanes to exceed the roadway capacity because the 
point-measured traffic volume and speed were lower than the 
capacity and the free flow speed both (i.e., congested traffic 
conditions). Note that if measured low traffic volume is coded 
in the simulation, the congested condition never occurs. �e 
ranges (with default values) and calibrated values of the cali-
bration parameters are summarized in Table 3. Most of adjust-
ing boundaries of the parameters were determined as being 
around 30% of the default values in order to prevent unrealistic 
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In the MOVES so�ware, the first input step is to create a 
project-level database in which the imported data are stored. 
Input files include meteorology data, traffic composition, the 
percentage of trucks, network length, traffic volume, average 
speeds, grade, vehicle age distribution, operating mode 
distribution for running emissions, link drive schedules, and 
fuel information (i.e., gasoline or diesel). Because the fuel type 
and model year of all vehicles are difficult to clearly determine 
from the NGSIM data, we assumed that passenger cars and 
motorcycle are gasoline engines, and buses and trucks are 
diesel engines in this study.

�e OpMode approach in MOVES is a modal binning type 
estimation that allows for the definition of the amount of travel 
time spent in various operating modes, including braking, 
idling, coasting, and cruising/accelerating within various 
speed ranges for various ranges of vehicle specific power (VSP) 
[11], based on the collected second-by-second trajectory data. 
In other words, the OpMode is a measure of the state of each 

calibration procedure). As a result, it was very difficult to min-
imize the errors of the default MOEs due to the global maxima, 
and reliable traffic flows were not simulated even when the 
less aggregated MOEs were well calibrated. In Section 4.3, we 
validated the proposed calibration procedure in terms of emis-
sions estimates in additional cases that were not able to satisfy 
the L0 calibration level. To summarize, it is thus expected that 
traffic simulation-based micro-scale emissions estimation will 
be affected by the sophistication of the calibration level, as 
discussed in the following section.

4. Emissions Estimation

4.1. Vehicle Activity Characterization. As mentioned in 
Section 2, each vehicle trajectory set collected from NGSIM 
and VISSIM for each calibration level was input into MOVES to 
convert the trajectories into vehicle activity characterizations. 

Table 3: Calibration parameters and calibrated values.

Calibration parameters Lower 
bound

Default 
value

Upper 
bound

Calibrated value in each level
L0 L1 L2 L3 L4 L4-pc

Coded traffic flow of mainlines (v/h) 9000 250 13500 11900 12850 11050 11450 10900 12700
Look ahead distance (m) 150 250 350 210 260 280 290 310 290
Average standstill distance (m) 1 2 3 1.2 1.4 1.5 1.1 1.2 1.5
Additive part of desired safety distance 1 2 3 1.3 1.7 1.6 1.3 1.7 1.8
Multiple part of desired safety distance 2 3 4 2.6 2.1 2.7 2.2 2.2 2.3
Max Decel. of subject vehicle (m/s2) −7 −4 −1 −6.8 −5.9 −6.6 −6.7 −5.6 −6.4
Max Decel. of trailing vehicle (m/s2) −7 −3 −1 −6.7 −6.7 −6.5 −6.1 −6.1 −6.3
Accepted Decel. of subject vehicle (m/s2) −5 −1 −0.5 −3.1 −4.3 −2.9 −3.3 −3.7 −3.6
Accepted Decel. of trailing vehicle (m/s2) −5 −1 −0.5 −3.4 −3.7 −3.5 −2.3 −2.7 −2.9
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Figure 3: Comparison of U–Q curve for each calibration level.
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to the vehicle emissions estimated according to trajectory sets 
generated under the respective calibration levels. Using this 
comparison, we identified the degree to which the simulation 
calibration affected the accuracy of the estimated emissions to 
determine reliable calibration level. Additionally, we examined 
the effect of the vehicle type composition (mixed vs. small 
vehicles only) on the emissions estimate when the simulated 
traffic flow was well-calibrated with the observed real-world 
situation.

Figure 6 and Table 4 show comparisons of the emissions 
estimated under each calibration level with the actual amounts 
from VISSIM and NGSIM in the three 15 min periods 

vehicle’s engine at any particular moment. �is function pro-
duces operating mode fractions for each bin that are then used 
as one of several inputs to compute the base emission rates. 
In order to estimate emissions on a micro-scale, we focused 
solely on the OpMode approach for the project-level data in 
this study.

4.2. Comparison Results of Emissions. We estimated the 
quantities of CO, CO2, and NOx emissions using the different 
calibration levels evaluated in this study. We assumed that 
the emissions calculated using the NGSIM trajectory data 
were the “ground truth” real-world values that we compared 
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Figure 4: Comparison of SMS per lane for each calibration level.
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considered heavy vehicles, but it can be identified in Table 4 
that the deviation rate in L4-pc is −27.6%, indicating that the 
calibrated value is considerably different from the actual 
amounts. �is suggests that although a traffic simulation 
model may be well calibrated, the estimated vehicle emissions 
can be considerably underestimated if the presence of heavy 
vehicles is not accurately reflected in the model.

To sum up, Figure 7 shows the accuracy of the estimated 
emissions for each calibration level. Overall, a calibration level 
of L2 or higher can be observed to provide an estimated emis-
sions average accuracy above 90% when considering the pres-
ence of heavy vehicles. A comparison of the performance of 
L0, L1, and L2 as shown in Table 2 indicates that simply fitting 
the I/O per lane to the observed data leads to a reduction in 
the RMPSE of SMS per link MOE. As a result, a calibration 
level of L2 or higher is likely sufficient for a micro-scale traffic 
simulation-based emissions estimation. Additionally, we 
determined that accurately accounting for the composition of 
heavy vehicles has a considerable effect on the accuracy of the 
estimated emissions. Considering the difficulty of obtaining 
detailed traffic data for calibration in the real world such as 
O–D per lane, the use of the L2 calibration level is therefore 

considered and their summations. Comparing the estimated 
emissions according to calibration level, it can be found that 
the ERs of CO and CO2 emissions are similar. �e simulated 
emissions in L0 are mostly underestimated (i.e., −19.8% for 
CO, −20.7% for CO2, and −6.4% for NOx). �is is likely 
because due to the high average speed in Lane 1 through Lane 
3, vehicle lane changing for appropriate route searching is less 
reflected in the simulated case than the observed real-world 
situation. On the other hand, the simulated values in L1 are 
mostly overestimated (i.e., 17.8% for CO, 21.3% for CO2, and 
4.1% for NOx), likely because the vehicle routes in the observed 
real-world traffic situation were considered using the O–D per 
link MOE in the calibration, so the lane changing in Lane 5 
and the auxiliary lane are over-implemented in the simulation. 
In other words, it can be deduced that vehicle acceleration and 
deceleration for securing gap acceptance during lane changing 
behaviour are sensitive to the level of calibration, and in turn 
effect the estimated CO and CO2 emissions. In L2, L3, and L4 
calibrations, vehicle emissions are slightly overestimated, by 
−0.1% to 8.6%, but the values are close to the ground truth 
quantities for each emission. For NOx emissions, the devia-
tions are the smallest under all calibration levels that 

Table 4: Total vehicle emissions and error rates (%) between ground truth and estimated emissions according to calibration levels.

Emissions Ground truth L0 L1 L2 L3 L4 L4-pc

CO (kg) 2.06
1.66 2.43 2.22 2.18 2.17 1.69

(−19.8%) (17.8%) (7.3%) (5.5%) (4.8%) (−18.2%)

CO2 (kg) 778
616 943 845 831 823 639

(−20.7%) (21.3%) (8.6%) (6.8%) (5.8%) (−17.8%)

NOx (g) 281 264 293 292 289 281 204
(−6.4%) (4.1%) (3.6%) (2.8%) (−0.1%) (−27.6%)
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Figure 7: Accuracy of estimated emissions for each calibration level.
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was found to be very helpful for more effective calibration in 
reliable traffic flow implementation and emission estimation.

5. Conclusions

In this study, we identified reliable calibration level for micro-
scopic traffic simulations that minimized the discrepancy 
between observed real-world and estimated vehicle emissions. 
At first, we introduced the step-by-step calibration procedure 
including the MOE which is aggregated data such as five cali-
bration levels. At this stage, we demonstrated that widely used 
calibration level (L0) is not enough to simulate the actual vehi-
cle movements in detail, and our calibration procedure is valid 
to implement vehicles driving closer to actual. A�er each level 
calibration, we generate trajectory data, then determined the 
quantities of CO, CO2, and NOx emissions as compared with 
the calculated ground truth emissions from NGSIM trajectory. 
Consequently, we demonstrated that the accuracy of emissions 
is reliant on how well the acceleration and deceleration behav-
iours are reflected in the simulation trajectories through the 
application of an appropriate level of calibration.

It was identified that higher calibration levels also resulted 
in improved estimation accuracy, but the detailed traffic data 
such as the O–D per lane required for such higher-level cali-
bration is very difficult to obtain in the real world. Additionally, 
it is more time consuming to apply more sophisticated cali-
bration levels to the simulation. In this respect, determination 
of a reliable calibration MOEs by comparing the estimation 
results of emissions between each calibration level is a critical 
problem. As a result, we figured out that calibrating not only 
traffic flow rate and speed but also the O–D per link and I/O 
per lane (i.e., calibration MOEs in L2) in microscopic traffic 
simulations are critical MOEs for reliable vehicle emissions 
estimation since the MOEs can be readily employed in the 
field using recently improved traffic data detection technology. 
�rough validation, we also determined that the calibration 
of traffic volume-related MOEs should be given priority. In 
order to identify the effect of vehicle composition on the emis-
sions estimation, we evaluated an additional case excluding 
heavy vehicles at the highest calibration level (i.e., L4-pc). �is 
evaluation confirmed that the composition of heavy vehicles 
has a considerable effect on the accuracy of the resulting emis-
sions estimate even when traffic flow is realistically simulated 
through effective traffic model calibration. Accordingly, when 

most reasonable for micro-scale traffic simulation based emis-
sions estimation (i.e., I/O per lane is a significant factor for 
calibrating vehicle emissions estimation simulations).

4.3. Validation. In Section 4.2, we determined that the 
calibration MOEs in L2 were reasonable for estimating 
emissions. In order to validate our proposed calibration 
procedure, we attempted to complete the L2 calibration 
regardless of the order of the calibration MOEs. However, 
we could not complete the calibration in some typical, lower-
level MOEs even if additional, less-aggregated MOEs were 
well calibrated. Two of these cases that were not able to satisfy 
level L0 in the L2 calibration were accordingly evaluated in 
terms of the accuracy of their emissions estimates. Case L2_v 
includes volume-related MOEs (i.e., total volume and 15-min 
flow rate) that did not satisfy the calibration criteria in L0. 
Case L2_s includes speed-related MOEs (i.e., average SMS and 
15-min SMS) that did not satisfy the calibration criteria in L0. 
In these cases, more re-calculation was required to approach 
the target ranges. We stopped the calibration iterations when 
the MOEs were slightly beyond the target ranges (i.e., −7.10% 
and 8.12% for total volume ER and 15-min flow rate RMSPE∗, 
respectively, in L2_v, and 6.79% and 8.32% for average SMS 
ER and 15-min SMS RMSPE∗, respectively, in L2_s). We then 
extracted vehicle trajectories from each of these simulations 
and estimated the emissions in the same manner as before.

�e calibration results of each MOE and the accuracy of 
estimated emissions are summarized in Table 5. Clearly, L2_v 
shows the least accurate estimated emissions at 61.3%, whereas 
L2_s shows an accuracy of 82.9%, just lower than that of the 
L0 calibration (84.4%), even though the MOEs included in L2 
were well calibrated. �erefore, it can be confirmed that the 
calibration of traffic volume-related MOEs is more critical in 
ensuring accurate emissions estimates. When comparing the 
performance measurements, the traffic volume and speed are 
indeed correlated as discussed in Section 3.4, so if the error in 
one type of MOE is large, the other type of MOE may also 
include a slight error. Typically, since the added MOEs, O/D 
per link and I/O per lane, are related to traffic volume, it can 
be seen that a larger error occurs than the original L2 at the 
additional MOEs in L2_v (i.e., from 2.57 to 3.97 at O/D per 
link, and from 3.14 to 4.42 at I/O per lane). �erefore, our 
proposed calibration guideline (i.e., especially considering the 
additional MOE while maintaining the MOE calibration of L0) 

Table 5: Effect of calibration sequence on estimated emissions accuracy for calibration level L2.

Cells with bold text: calibration achieved.

Order MOE Performance measurement Target range
Calibration level

L2_v L2_s L2
1 Total volume ER ±<5% −7.10 0.43 0.10
2 15-min flow rate RMSPE∗ <5 8.12 1.79 1.52
3 Avg SMS ER ±<5% 1.01 6.79 0.52
4 15-min SMS RMSPE∗ <5 3.17 8.32 1.99
5 O–D per link GEH <5 3.97 2.13 2.57
6 I/O per lane RMSPE∗ <5 4.42 3.64 3.14

Avg accuracy of estimated emissions (%) 61.3 82.9 93.5
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conducting traffic simulation-based emission estimations, not 
only is the calibration of the traffic model important, but also 
the accuracy of vehicle type composition.

As traffic data detection technology continues to develop, 
it will become increasingly possible to obtain more of the data, 
such as specific vehicle information, required for the effective 
use of increased calibration levels. In this regard, we expect 
that more reliable traffic simulation-based emissions estima-
tions are currently possible by using the findings of this study, 
which can be used as a guideline for emissions-related organ-
izations and researchers. Furthermore, because our proposed 
calibration procedure is described in a practical way, it has the 
advantage of being generally applicable and easily transplanted 
into other studies.

In future research, we will develop an optimization algo-
rithm by applying a multi-integrated fitness model to our 
procedure, replacing the time-consuming iterative tri-
al-and-error process required to determine calibration per-
formance measurement ranges. Additionally, we plan to 
validate the proposed calibration procedure through the appli-
cation of other site traffic data and other traffic models. We 
will accordingly strengthen the findings of this research by 
methodically establishing clearer target ranges through sen-
sitivity analysis and further validation. Also, the effects of 
various roadway levels of service reflecting more elaborate and 
varied vehicle type compositions, and their interactions with 
various levels of calibration, will be evaluated with respect to 
the resulting emissions estimates. Additionally, further 
research into the influences of vehicle composition on PM2.5 
emissions should be conducted to further elucidate the effects 
of collected vehicle data on estimated emissions.
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