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Abstract. 
The constraint of a wireless network has motivated many researchers to develop network-aware applications that can dynamically adjust the users' demand based on network resources. For this to happen, applications need to have some mechanism that can estimate the network bandwidth by simply adjusting their behavior based on the collected network characteristics information. In the past, there have been several proposals that provide passive and active bandwidth estimation approaches for wired and wireless network. However, little effort has been spent to address the crucial issues of reliability and congestion control especially in a wireless network environment, which stay as a sticking point for the success of network-aware application. This paper focuses on providing accurate, low-intrusiveness, and fast-convergence time bandwidth estimation for network-aware application architecture. The experimental results validate the efficiency of the proposed solution in terms of accuracy, intrusiveness, and timelines.


1. Introduction
Wireless local area networks (WLANs) are becoming more widely used in homes, offices, public facilities, and university campuses. Recently, the focus is to establish Wi-Fi hotspots in convention centers, airports, shopping malls, hotels, public libraries, and cafes in which people can access email, download attachments, browse web sites or establish VPN connections to corporate networks while on the move. WLANs can be implemented as an extension or alternative for a wired LAN within a building or campus. As the number of hotspot locations is increasing, academic and industrial research have started to think of applications that can effectively utilize the network, which in return could satisfy their users’ demands for reliable wireless Internet or web access. This trend has initiated the needs of network-aware applications that can dynamically adapt the users’ demands to match the varying supply of network resources. 
In order to make it possible for the user to use suitable application or download appropriate file based on the current bandwidth condition, the application must be aware of network resource availability which is also known as network-aware application. With the exception of [1, 2], most of the approaches are directed mostly towards conceptual framework or have been pursued to address network-aware application issues for wired network. Furthermore, network-aware applications in wireless networks are difficult to develop [3] and implement due to the fact that bandwidth estimation techniques can be affected by reception signal strength [4], path loss [4], fading [4], interference [5], resource sharing [5, 6], and fluctuating nature [6–8]. This results in imprecise estimates with high convergence times and intrusiveness.
In this paper, we incorporate active available bandwidth estimation technique to our proposed network-aware application architecture for e-learning system. To address accuracy, convergence, and intrusiveness issues, we employ WBest algorithm to deal with the significant quality fluctuations, performance degradation, and weak connectivity of wireless network.
The rest of the paper is structured as follows. Section 2 describes bandwidth estimation, packet dispersion techniques, WBest algorithm, and related works. Section 3 explains the architecture of NApEL, and Section 4 clarifies the goals and usage scenario of NApEL. Section 5 examines the experimental results. Finally, we briefly discuss future work and conclude in Section 6.
2. Preliminaries
2.1. Bandwidth Estimation
End-to-end measurement of bandwidth-related metrics is referred to as bandwidth estimation. Its features consist of capacity, available bandwidth, and bulk TCP transfer capacity. Within this paper, the term available bandwidth (AB) refers to the maximum unused bandwidth at a link or end-to-end path in a network. AB depends on the link capacity and the traffic load during a certain time period. In a given hop 
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The term tight link of a network path is employed to illustrate the minimum available bandwidth along the path and the term narrow link is used to portray the minimum capacity of the end-to-end path.
2.2. Packet Dispersion Techniques
There has been several bandwidth estimation techniques such as packet dispersion, probe gap model, and self-loading periodic streams aimed at measuring the end-to-end available bandwidth of a network path. Since in our solution we employ WBest algorithm [4], packet dispersion techniques will be discussed in detail in this section.
Figure 1  illustrates the basic concept of packet dispersion. Packet train probing sends packet train of length 
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				(
				3
				)
			
 		
	

	
		
			
				𝐿
				𝑏
				(
				𝑁
				)
				=
				(
				𝑁
				−
				1
				)
				×
			

			
				
			
			
				Δ
				,
				(
				𝑁
				)
			

		
	

							where 
	
		
			
				𝑏
				(
				𝑁
				)
			

		
	
 is the bandwidth estimate, 
	
		
			

				𝑁
			

		
	
is the length of the packet train, 
	
		
			

				𝐿
			

		
	
 is the size of each packet, and 
	
		
			
				Δ
				(
				𝑁
				)
			

		
	
 is the difference in time between (dispersion) the first packet and the final packet of the train.







Figure 1: Illustration of bandwidth estimation using packet train probing.


The probe packet size can significantly affect the performance of the bandwidth estimation [9]. Sending larger packets will lead to a wider dispersion and can cause additional traffic. However, if packets are small, the estimation tends to be overrating because of shorter dispersion times [10].
2.3. WBest Algorithm
This section briefly describes the WBest algorithm that estimates the available bandwidth of an end-to-end path. A more detail information regarding WBest can be found in [4]. The WBest algorithm, summarized in  Algorithm 1, has two phases: effective capacity measurement phase and available bandwidth estimation phase. In the first phase, a packet pair technique estimates the effective capacity of the wireless network. In the second phase a packet train scheme determines achievable throughput and infers available bandwidth. 
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	Algorithm 1: WBest algorithm.


2.3.1. Effective Capacity Measurement Phase
During the effective capacity measurement phase, the algorithm sends 
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This will allow the algorithm to capture the impact of rate adaptation measurements of effective capacity.
2.3.2. Available Bandwidth Estimation Phase
For the second phase of the algorithm (lines (3–8)), the available bandwidth is estimated by sending 
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For a wireless network, achievable throughput is the average dispersion rate at the receiver for a probing rate of 
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 will be recorded in each packet train to reduce the available bandwidth estimation (lines (7–8) of Algorithm 1).
2.4. Related Work
This section describes previous work in bandwidth estimation and network-aware application. Research in these two areas has become increasingly widespread in recent years. As our work stresses the need for a web application to be sensitive to the dynamic network conditions, some of the previous works have concentrated mainly on bandwidth estimation algorithms. The efforts have been strongly oriented towards either proposing improvements to bandwidth estimation algorithm specific to wired or wireless networks.
For example, pathload [12], TOPP [13, 14], pathChirp [15], and PTR [16] present the end-to-end AB estimations for wired networks. They are based on self-loading techniques, including the Self-loading Periodic Streams (SLoPS) [12] and Train of Packet Pairs (TOPP) [13, 14], which applies multiple rate traffic, linearly increased probing rate, or exponentially increased probing rate. In SLoPS, if a flow is inserted that induces a temporal congestion in the bottleneck link of the path, the input and the output probing packet rate can be compared in order to find the ABW.
  Other methods such as IGI [16], Spruce [17], and Delphi [18], use Probe Gap Model (PGM) to estimate the AB. This technique calculates the cross-traffic rate by measuring the time gap between the arrivals of two successive probes at the receiver and then estimates the AB indirectly.
However, these probe-based techniques provide unreliable bandwidth estimation for wireless network [19, 20], due to the characteristics of wireless networks such as contention, link layer retransmissions, fading, and interference. Furthermore, these estimation methods presume that they are dealing with an unvarying characteristic of wired networks, which does not apply to wireless networks due to the shared physical medium, unreliable nature of the transmission medium, and the multiaccess coordination function.
Nevertheless, all these existing bandwidth estimation techniques have been the basis for many wireless bandwidth estimators such as SenProbe [21], AdhocProbe [22, 23], WBest [4], DietTOPP [9], and SLOT [24]. AdhocProbe and SenProbe are an end-to-end path capacity estimation tools for ad hoc and wireless sensor networks.
SLOT, combines two packet probing techniques which are SLoPS and TOPP. The estimated AB is obtained by implementing two different probing strategies which are linear (incremental) and binary (dichotomy).
Another method, DietTOPP, determines the AB by modifying and reducing TOPP search algorithm. Although this technique improves accuracy, it does not consider convergence time and intrusiveness.
WBest measures the effective capacity and available bandwidth of wireless networks by utilizing packet dispersion techniques. It uses a two-step estimation algorithm: (1) the effective capacity estimation based on a packet pair technique and (2) the achievable throughput and available bandwidth estimation based on a packet train technique.
A lot of effort has been spent in the field of network-aware application to address the issues of heterogeneity and bandwidth variations of pervasive web environment. Some of the works such as Bolliger and T. Gross [25], Bates et al. [26], and Tierney et al. [27] were aimed towards architecture or conceptual framework of network-aware application. Transend [28] is a proxy-based architecture, employing so-called distillation services, that automatically converts image formats (e.g., from TIFF format to JPEG) or adjusts the image by reducing the resolution or color depth based on a given client’s network bandwidth. Odyssey [1] provides adaptation for mobile information access application that adapts to changing network environments. It was designed to cope with network heterogeneity and dynamic changes of wireless environments [29]. However, the adaptation strategy in Odyssey is not suitable for Internet-based hosts and the approach is towards passive measurements rather than active Mobiware [2], which is based on CORBA and Java distributed object technology, and is a middleware toolkit that supports the adaptation of applications to varying mobile network conditions.
Although Odyssey and Mobiware have shown promise in providing a network-aware application solution that can adapt to mobile devices’ network constraints, they have not taken into consideration the tradeoffs of bandwidth estimation approach with respect to timeliness, accuracy, and overhead in real systems. The usefulness of bandwidth estimator for the needs of network-aware applications rests on the accuracy of the information. This is important because accurate AB estimation will be very useful especially for applications that have critical response time requirements.
If an application wants to adjust to network changes by adapting the content, it is important to make sure that the AB estimation is accurate. The intrusiveness and convergence time required for bandwidth estimation process are also important because the time taken to estimate the AB and the probing packet sent to the network traffic should be low [30].
3. Architecture—NApEL
In this section we elaborate on the architectural design of the network-aware applications for E-Learning System (NApEL). The term “network-aware applications” refers to the capability to monitor network conditions such as available bandwidth, network capacity, packet loss rate, and delay that can be used by the application to adjust their behavior to best utilize the network resources availability [25, 31]. It can be divided into two parts which are network awareness and network adaptation. Network awareness implies the capability of the web application to monitor network conditions and network adaptation refers to the ability of utilizing network resources and optimizing content delivery.
The architecture of NApEL is illustrated in Figure 2, contains three important components which are Adaptation Manager, Communication Manager, and Bandwidth Manager. These components are explained in what follows in more detail.





	
	
	
	
	
	
	
	
	
	
	
	


	
		
			
		
			
		
	


	
		
			
		
			
		
	


	
		
			
		
			
		
	


	
		
			
		
			
		
	


	
		
		
			
		
	


	
		
		
			
		
	


	
		
			
		
			
		
	


	
		
		
			
		
	


	
		
			
		
			
		
	


	
		
	
	
		
	
	
		
	


	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	


	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	


	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	


	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	


	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	


	
		
	
	
		
	


	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	


	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	


	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	


	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	


	
		
	
	
		
	


	
	
	
	
	


	
	
	
	
	
	
	
	
	
	


	
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
	


	
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
	


	
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
	


	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	


	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	


	
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
	


	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	


Figure 2: Architectural overview of Network-Aware Application for e-Learning System (NApEL).


3.1. Bandwidth Manager
This section presents an overview of the Bandwidth Manager and its two components, the Probe Packet Generator (PPGen) and Available Bandwidth Estimator (ABE). We will explain how PPGen sends network probes to capture raw estimation data and then how ABE collects these data to estimate available bandwidth. We have customized WBest in order to deploy ABE in NApEL. To automate the bandwidth estimation loops, we added the loop command for (Loop=0; loop < MaxLoop; loop++) in wbest_snd.c. This instruction will get the maximum number of loops MaxLoop as well as the IP address (hostname) of the sender node SND from a text file. Then SND starts to establish connection with the receiver node RCV by executing this command: “./wbest_rcv -s %s", hostname. To change the packet probe size, we altered the i_PktNumbPP and i_PktNumbPT variables in wbest_snd.c file. The main idea of ABE is to supply information regarding the AB to users or applications in a database server which can be accessed by the web server. Therefore, we have modified some parts of the original code to allow AB estimation results to be stored in the database.
3.1.1. Available Bandwidth Estimator (ABE)
The main function of ABE is to provide the information regarding the end-to-end available bandwidth estimation. ABE will use the average dispersion rate 
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3.1.2. Probe Packet Generator (PPGen)
PPGen is responsible for sending at an effective capacity (
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3.2. Communication Manager
3.2.1. Advisor
The purpose of Advisor in Communication Manager is to give some suggestions on suitable communication tool to be used by users based on network condition. A dialog box will come up on user’s screen whenever Advisor’s recommendation is invoked. If the available bandwidth is low, a user can decide whether to still choose the same communication tool or not.
3.2.2. AB’s Collector
The function of AB’s Collector is to collect all information concerning each AP’s network condition by performing a system call to periodically obtain up-to-date bandwidth information
3.3. Adaptation Manager
When Adaptation Manager receives available bandwidth information from Bandwidth Manager, it simply calls the transcoder to transcode the content and generates the adapted content. An open-source FFMPEG tool version 0.8.2 is used for transcoding and it is running under aWindows XP machine. Currently, the transcoding process is being implemented by utilizing the knowledge of the network characteristics only.
4. Goals and Usage Scenario of NApEL in Campus Learning Environment
The NApEL project has been developed at the faculty of Computer and Mathematical Sciences, Universiti Teknologi MARA, in order to provide a prototype which could demonstrate how the architecture can be implemented. With the intention of introducing the goals of NApEL, in this section we present the scenario to describe the requirements of network-aware applications and demonstrate an application of the scenario.
Melissa is working on a class project together with her other friends Sam and Natasha. All of them agree to meet at the cafeteria for aquick project discussion at 10 am. Upon arrival, she discovered that her friends have not yet arrived. So, she grabs her notebook and connects to NApEL through access point 1. She needs to check the status of “who is online now” (Figure 3) to see whether Sam and Natasha are connecting to NApEL because she suspects that both of them forget about this meeting. When she opens NApEL, she sees that both of her friends are online now. She decided to contact Natasha using VOIP. Unfortunately, bandwidth is miserable because many students at the cafeteria are surfing the web using AP1. NApEL observes that at the current bandwidth Melissa will not be able to communicate with Natasha smoothly. By checking other APs nearby, NApEL discovers that wireless bandwidth is excellent at AP2, and if Melissa still wants to communicate through AP1 she can still use text messaging. A dialog box (Figure 4) pops up on Melissa’s screen suggesting that she can still use AP1 if she wants to communicate through text messaging or go to AP2 if she still prefers VOIP. Melissa accepts NApEL’s advice and connects her notebook to AP2. She realizes that the available bandwidth at AP2 is more than 900 Kbps. She manages to contact Natasha and ask her to quickly come to the cafeteria.







Figure 3: NApEL user interface. We have integrated Skype into NApEL. Each Skype user on a PC, notebook, or PDA can send messages to other Skype users and check online or offline presence of these users in real time.









Figure 4:  NApEL provides a mechanism for detecting insufficient bandwidth and providing recommendation on suitable communication tools to be used based on available bandwidth.


5. Experimental Design and Results
The goal of our experiments is to quantify how effectively NApEL platforms are able to track the dynamic rate adaptation of highly varying characteristics of wireless network in a timely and accurate manner. In addition, we quantify the effectiveness of the platforms under reproducible and controllable conditions for different traffic loads in order to ensure a fair comparison. We describe the network testbeds, the evaluation metrics, the experimental setup, and validation methodology used for our experiments. We have performed several experiments to validate our proposed method. The first aims at comparing the ABE result with passive monitoring tools. The second experiment is to determine whether the fleet of packet trains sent will stress the network. The third experiment is to evaluate how long does it take for ABE to have the estimation.
5.1. Performance Metrics
The usefulness of bandwidth estimation algorithm for network-aware adaptation relies on the accuracy of the estimation, the convergence time, and intrusiveness. In order to measure the accurateness of the bandwidth estimation, 
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Convergence time is the total estimation time used by 
	
		
			
				A
				B
				E
			

		
	
 to complete an estimation.
5.2. Experimental Setup
We verify the measured available bandwidth by comparing it with WRM [32] and by measuring how 
	
		
			
				A
				B
				E
			

		
	
 responds to induce changes in available bandwidth. Both 
	
		
			
				A
				B
				E
			

		
	
 and WRM use the same machines.
It is essential to use test traffic that closely simulates traffic on real networks and reproduces its most critical characteristics. In our study we conducted two series of laboratory experiments using Nuttcp to generate and send different volume of contending traffic to the network. The dynamic traffic conditions that typify actual wireless links are being replicated under varying levels of traffic load from 0%, 25%, 50%, and 75%.
5.3. Testbed Topology
A laboratory testbed was set up in order to evaluate the ability and efficiency of the proposed 
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 to compute the available bandwidth. The testbed topology is shown in Figure 5. It contains two PCs (PC1 and PC2) running Nuttcp traffic generator to produce controllable synthetic cross-traffic and two Dell Dimension PCs (PC3 and PC4) running under Ubuntu 7.08 which are used as the sender and the receiver to generate probe traffic. The stream which originated in PC5 is sent to PC6 and PC5 is wirelessly connected to the AP by means of a 54 Mbps WiFi segment and PC6 is directly connected using a 10BaseT network connection to the same AP. 



	
		
			
				
			
			
				
			
			
				
					
				
			
		
	
	
		
			
			
				
			
		
	
	
		
			
			
				
			
		
	
	
	
		
			
			
				
			
		
	
	
	
	
		
			
			
				
			
		
	
	
		
			
		
		
			
		
		
			
				
					
				
			
		
		
	
	
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
	
	
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
	
	
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
	
	
		
			
		
		
			
			
		
	
	
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
	
	
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
	
	
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
	
	
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
	
	
		
			
		
		
			
		
		
			
			
			
		
		
		
		
			
		
	
	
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
	
	
		
			
		
		
			
		
		
			
		
		
			
			
		
		
			
		
	
	
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
	
	
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
	
	
	

Figure 5: 10 Mbps single hop tight link.


5.4. Experimental Results
5.4.1. Accuracy
From Figure 6, we observe that as we decrease the packet pairs and trains to 15, the relative error are higher for 25%, 50%, and 75% cross traffic. Packet pairs and trains of 30 and 45 provide more accurate estimation. We realize that the estimation algorithm depends on the size of packet pairs and trains as what have been discovered by [33]. As the number of packets decreases, accuracy will also decrease.





























	
	
		
	
		
	


























































































































































































































































































































































	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	


	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	


	
		
			
		
	
	
		
			
		
	


	
		
			
		
	
	
		
			
		
	


	
		
			
		
	
	
		
			
		
	


	
		
			
		
	
	
		
			
		
	


	
		
			
		
	
	
		
			
		
	


	
		
			
		
	
	
		
			
		
	


	
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
	


	
		
	
	
		
	
	
		
	
	
		
	


	
		
	
	
		
	
	
		
	
	
		
	


	
		
	
	
		
	
	
		
	
	
		
	


	
		
	
	
		
	
	
		
	
	
		
	


	
		
	


	
		
	
	
		
	
	
		
	


	
		
	
	
		
	
	
		
	


	
		
	
	
		
	
	
		
	


(a)




























	
	
		
	
		
	



























































































































































































































































































































































	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	


	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	


	
		
			
		
	
	
		
			
		
	


	
		
			
		
	
	
		
			
		
	


	
		
			
		
	
	
		
			
		
	


	
		
			
		
	
	
		
			
		
	


	
		
			
		
	
	
		
			
		
	


	
		
			
		
	
	
		
			
		
	


	
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
	


	
		
	
	
		
	
	
		
	
	
		
	


	
		
	
	
		
	
	
		
	
	
		
	


	
		
	
	
		
	
	
		
	
	
		
	


	
		
	
	
		
	
	
		
	
	
		
	


	
		
	


	
		
	
	
		
	
	
		
	


	
		
	
	
		
	
	
		
	


	
		
	
	
		
	
	
		
	


(b)

























































































































































































































































































































































































	
		
	
	
		
	
	
		
	
	
		
	


	
		
	
	
		
	
	
		
	
	
		
	


	
		
	
	
		
	
	
		
	
	
		
	


	
		
	
	
		
	
	
		
	
	
		
	


	
		
	


	
		
	
	
		
	
	
		
	


	
		
	
	
		
	
	
		
	


	
		
	
	
		
	
	
		
	


	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	


	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	


	
		
	
	
		
	


	
		
	
	
		
	


	
		
	
	
		
	


	
		
	
	
		
	


	
		
	
	
		
	


	
		
	
	
		
	






	
		
	
	
	
	
		
	
	
		



	
		
	
	
		
	


	
		
	
	
		
	


	
		
	
	
		
	


	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	


	
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
	


(c)
Figure 6: Available bandwidth estimation error for (a) 25%, (b) 50%, and (c) 75% cross-traffic.


5.4.2. Intrusiveness
The intrusiveness of 
	
		
			
				A
				B
				E
			

		
	
 is assessed on its capacity of generating a result while transferring the minimum amount of additional traffic. The main aim of this experiment is to determine whether the total amount of probing bytes generated by 
	
		
			
				A
				B
				E
			

		
	
 causes a considerable decline in the 
	
		
			
				A
				B
			

		
	
. Figure 7  shows the results of a 60-minute experiment, performed similarly with the experiment 1. As expected, sending 15 packet pairs and trains will make the 
	
		
			
				A
				B
				E
			

		
	
 intrusiveness decreases. When we used 30 and 45 packet pairs and trains, the intrusiveness was between 5 to 17% for all traffic loads. This indicates that even if we use 30 or 45 packet pairs and trains, ABE can still be considered as nonintrusive because the average probing traffic rate does not encompass a substantial load on the network during the measurement process. This result is in agreement with Prasad et al.’s [34] finding which suggests that 
	
		
			
				A
				B
				E
			

		
	
 is noninvasive.
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(c)
Figure 7: Intrusiveness for (a) 25%, (b) 50%, and (c) 75% cross-traffic.


5.4.3. Convergence Time
Figure 8 depicts, respectively, the result of convergence time for each traffic load with packet pairs and trains of 15, 30, and 45. The results show that on average if we use 30 packet pairs and trains, we can effectively achieve the convergence time between 0.3 to 0.4 seconds. 
	
		
			
				A
				B
				E
			

		
	
 requires a short convergence time due to the fact that WBest algorithm estimates the available bandwidth without using searching algorithms [4]. Furthermore, according to [4] this algorithm does not rely on delay measurements to measure the 
	
		
			
				A
				B
			

		
	
 which in return will make it more robust and yield accurate results with lower convergence times and intrusiveness.
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(c)
Figure 8: Convergence time for (a) 25%, (b) 50%, and (c) 75% cross-traffic.


6. Conclusion
This paper proposes the NApEL architecture for wireless campus e-learning system that includes an end-to-end available bandwidth estimation module called ABE. It allows bandwidth estimator algorithm to be executed separately from applications, tracks the network bandwidth, and then sends this information to web applications. We have conducted several experiments to estimate the effectiveness of available bandwidth based on accuracy, intrusiveness, and convergence time by investigating how it reacts when the cross traffic is present on the single hop narrow links. Based on the experiments, the estimations are very close to the passive measurement with low probe packets generation and probing time.
Future research activity will aim at providing adapted content not only according to the network resources constraints but also device capabilities limitations. The limitation of mobile devices such as processing power, screen size, small memory, and storage should be considered when developing and implementing network-aware applications so that appropriate content can be delivered and presented in any heterogeneous devices.
Finally, it is interesting to notice that the network-aware adaptation approach described in this paper could further strengthen the advantages and benefits of network-aware application over wireless campus environment in terms of the utilization of mobile application, multimedia content, and network resources. One of the main reasons of deploying this approach is to improve users’ productivity by optimizing the utilization of resources. Our work here is towards providing the wireless campus communities to access multimedia content anywhere, anytime, and on any device.
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