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Node mobility in mobile ad hoc networks (MANETs) causes frequent route breakages and intermittent link stability. In this paper, we introduce a robust routing scheme, known as ad hoc on-demand multipath distance vector with dynamic path update (AOMDV-DPU), for delay-sensitive data transmission over MANET. The proposed scheme improves the AOMDV scheme by incorporating the following features: (i) a routing metric based on the combination of minimum hops and received signal strength indicator (RSSI) for discovery of reliable routes; (ii) a local path update mechanism which strengthens the route, reduces the route breakage frequency, and increases the route longevity; (iii) a keep alive mechanism for secondary route maintenance which enables smooth switching between routes and reduces the route discovery frequency; (iv) a packet salvaging scheme to improve packet delivery in the event of a route breakage; and (v) low HELLO packet overhead. The simulations are carried out in ns-2 for varying node speeds, number of sources, and traffic load conditions. Our AOMDV-DPU scheme achieves significantly higher throughput, lower delay, routing overhead, and route discovery frequency and latency compared to AOMDV. For H.264 compressed video traffic, AOMDV-DPU scheme achieves 3 dB or higher PSNR gain over AOMDV at both low and high node speeds.

1. Introduction

Wireless mobile ad-hoc networks (MANETs) are usually bandwidth limited and characterized by time-varying error-prone channels due to node mobility, resulting in the link loss, route breakage, and short route lifetime. These characteristics pose a serious challenge in designing efficient routing schemes, especially for supporting the delay-sensitive traffic such as video streaming.

The proactive routing protocols (e.g., destination sequenced distance vector (DSDV) [1] and optimized link state routing (OLSR) [2]) generate too much overhead in MANET because they find paths in advance for all source and destination pairs and periodically exchange topology information to maintain them, even when no data is being transmitted [3, 4]. In contrast, the reactive routing protocols (e.g., ad-hoc on-demand distance vector (AODV) [5] and dynamic source routing (DSR) [6]) have lower overhead as they find a route from the source to destination as and when required [3, 4].

Many on-demand routing protocols proposed for MANET in the past do not sufficiently address the issue of frequent route breakage due to high node mobility. Two approaches employed to overcome this problem are (i) frequent link updates along the route to notify the sender and receiver about poor intermittent links and carry out path maintenance and (ii) enabling route diversity by discovering multiple routes between the same source and destination pair to avoid complete route breakdown.

Multipath ad-hoc on-demand routing protocols (e.g., ad hoc on-demand multipath distance vector (AOMDV) [7]—a multipath extension of AODV [5]) discover and maintain more than one route between a source and destination pair [3, 4]. They achieve lower average end-to-end packet delay and higher throughput than AODV by using the alternate routes between source and destination when the primary route fails. However, high node mobility may cause the routes to break frequently forcing the source to switch between routes (if available) or rediscover new routes, which increases
both packet losses and latency. To counter it, the use of better routing metrics has been proposed in the literature, including the received signal strength indicator (RSSI) along with hop count [8]. Various route maintenance mechanisms have also been investigated in the literature, which avoid the need to use costly route discovery [9]. Many of these major schemes have been reviewed in Section 2.

In this paper, we propose a robust on-demand multipath routing scheme for transmission of delay-sensitive data over MANET, which we refer to as AOMDV with dynamic path update (AOMDV-DPU). Our scheme incorporates the following features in AOMDV: (i) it uses a routing metric based on the combination of minimum hops and RSSI for the discovery of robust and reliable routes; (ii) it uses a low-overhead local path update mechanism, which strengthens the primary route, reduces its breakage frequency, and increases its lifetime; (iii) it uses a very low-overhead keep alive mechanism for secondary route maintenance, which reduces the route discovery frequency and enables smooth switching between routes; (iv) it uses a packet salvaging scheme to improve packet delivery in the event of a route breakage; and (v) it reduces HELLO packet overhead by controlling their frequency.

We have significantly improved the above-mentioned features in our AOMDV-DPU scheme. To the best of our knowledge, none of the existing on-demand multipath routing schemes has all these features. These features enable our scheme to significantly improve the performance of AOMDV in terms of throughput, end-to-end packet delay, route discovery frequency, route discovery latency, and routing overhead for delay-sensitive as well as delay-agnostic data traffic. For H.264 compressed video traffic, our AOMDV-DPU scheme achieves approximately 3 dB or higher PSNR gain over AOMDV at both low and high node speeds.

The rest of the paper is organized as follows. Section 2 summarizes the existing on-demand routing protocols. Section 3 describes the proposed AOMDV-DPU routing scheme, including the routing metric, local path update, HELLO packet frequency, packet salvaging, and keep alive message features. Section 4 describes the simulation setup and the performance evaluation for the delay-sensitive, delay-agnostic, and H.264 video traffic. Finally, Section 5 discusses the conclusion and future work.

2. Related Work

In this section, we briefly review the on-demand multipath routing schemes available in the literature. AOMDV [7] uses the information available in the routing messages to find multiple disjoint and loop-free routes during its route discovery process. The link disjoint feature of this protocol ensures that no two parallel routes have a common link (link disjoint) or common node (node disjoint). In the event of a route breakage due to link instability, the source simply chooses the next available route in order to continue packet transmission to the destination. Further, every node broadcasts HELLO packets for the purpose of maintaining local link connectivity like in AODV. This provides a better fault tolerance in the sense of faster and efficient recovery from route failures, at the cost of high HELLO packet frequency. AOMDV also does not ensure the longevity of discovered routes at high node mobility.

In AODV-BR (AODV with backup route) [10], a node overhears its neighboring nodes and records them as the next hop to the destination in an alternate route table. When the node detects a route breakage in the primary route, it forwards the data packet to the best neighbor from its alternate route table. The neighbor node, in turn, will check its own route table and find its best next hop node to forward the packet, thus creating a localized detour. AODV-AP (AODV with accessibility prediction) [11] follows the same paradigm by keeping a track of all “accessible” nodes. Multipath and multipoint relays-based AODV (MMDV) [12] is a hybrid variation of AODV and the link state OLSR protocol. It finds multiple paths, uses a dynamic MPR flooding, and also accumulates paths to reduce the overhead while improving the packet delay. NDMR [13] is a similar extension to AODV, which finds multiple paths by virtue of path accumulation via the route request (RREQ)/route reply (RREP) packets and additionally discovers node disjoint paths such that there is no common node between two distinct paths. The split multipath routing (SMR) protocol [14] finds multiple paths which are maximally disjoint. Ad hoc Distance Vector Multipath (AODVM) [15] extends AODV to find multiple node-disjoint paths with an additional feature of enabling intermediate nodes to respond to RREQs to enhance their routing tables with intermediate paths. AODVM, however, does not significantly improve the performance of AODV. DYMOM [16] is a multipath extension to the dynamic MANET on-demand (DYMO) protocol which finds multiple node disjoint paths.

The multipath adaptive load balancing (MALB) [17] protocol introduces a general framework of extending any ad hoc routing protocol to perform load balancing to distribute the traffic among multiple paths dynamically, by measuring the path statistics so as to better use the network resources resulting in reduced congestion and end-to-end delay. AODV with break avoidance (AODV-BA) [18] scheme proposes a modification in the route maintenance phase of AODV such that any intermediate node that detects a link failure immediately notifies the upstream node. AODV with preemptive local route repair scheme [19] avoids route failures by preemptively and locally repairing the routes when a link break is about to occur, by using mobility extensions and HELLO messages. AODV with received signal strength (AODV-RSS) [20] uses the RSSI changing rate to predict the link available time and thus find the paths with longer life time. The link heterogeneity-aware on-demand routing (LHAOR) scheme [8] is an improvement over AODV and considers the link heterogeneity, in terms of link quality and mobility. It proposes a local update mechanism by using an RSSI-based link metric to make AODV adaptive to the topology variation and link quality changes. We adopt the local path update using the RSSI-based link metric of LHAOR into our AOMDV-DPU to improve the lifetime of our selected paths.
To reduce the number of route discoveries due to route failures in AOMDV, a scheme is presented in [21] to maintain all the paths by means of periodic update packets. These update packets measure the RSSI in each hop along the alternate paths and only the path with the strongest received signal strength is used for data transmission. The scheme discussed in [22] builds two paths between source and destination and creates backup paths during route reply, route maintenance, and local recovery process to improve the data transfer and fault tolerance. In AOMDV-APLP [23], multiple paths are generated by accessibility prediction, from which the route with the strongest signal strength is selected depending on the link life value predicted by a link breakage prediction technique. Enhanced AOMDV [24] reduces the route failure by preemptively predicting link failures based on the signal strength at a receiver. In MANETs, packet transmission is impaired by radio link fluctuations. The channel-aware AOMDV (CA-AOMDV) [25] uses a received signal strength threshold of the channel to select stable links for path discovery and applies a preemptive handoff strategy to maintain reliable connections by exploiting the channel state information. Several other on-demand multipath protocols were also reviewed in [7, 26].

3. Proposed AOMDV-DPU Routing Scheme

The proposed AOMDV-DPU scheme, including its important features, is discussed below.

3.1. Routing Metrics. Hop count is used as a routing metric in most routing schemes. However, the shortest-hop routes may contain weak links which are likely to break due to change in link quality in the presence of node mobility. The AOMDV-DPU scheme adopts the node-to-end RSSI metric, in addition to hop count, to select more stable and efficient routes [8]. We assume that the RSSI value in a wireless link could range from −50 dBm to the noise floor (−90 dBm). Since the RSSI variation is not linearly correlated to the link stability, we have nonlinearly distributed the RSSI values into different bands as shown in Table 1.

3.2. Route Setup Phase. In order to transmit packets to the destination, the source node broadcasts a route request (RREQ) packet to discover a route to the destination and waits for a route reply (RREP) packet. Each intermediate node rebroadcasts the received RREQ and sets up a backward route called reverse route towards the source [5]. Redundant RREQ packets received from the source via the same first hop are discarded. This is done to guarantee the link disjoint routes [7]. The next hop and last hop information is also used for checking node disjoint routes. When the first RREQ packet reaches the destination node, it sends a RREP back to the source using reverse routes stored in each intermediate node. The destination generates a RREP for each RREQ received from a unique last hop node. When any node receives a RREP, it will look for an unused next hop on the reverse route and unicast it via that hop to the source. This forms multiple loop-free disjoint forward routes (FRs) to the destination from all the nodes that receive the RREP [7]. The first route is labeled as the primary route, and the other two routes are labeled as the secondary routes.

We have added an RSSI field to the RREQ and RREP packets to store the minimum RSSI value for a route. The source maps the minimum RSSI value of a route to the corresponding RSSI metric shown in Table 1. Our scheme uses the minimum RSSI metric because the route may contain one or more intermediate links with low RSSI which would affect its quality.

The first RREP packet received at the source initiates the forwarding of data packets, and each node on the selected FR to the destination invokes a local path update (LPU) mechanism to improve the path as explained below.

3.3. Local Path Update (LPU). Our local path update mechanism is adapted from a similar mechanism used for AODV protocol in [8]. Our scheme extends the idea to establish multiple routes using the RSSI metric obtained during the route setup stage, in order to generate more stable and shorter routes. This multipath adaptation required substantial improvements to the local update mechanism proposed in [8]. The details are given below.

When an RREP packet travels from the destination to source, each intermediate node along the FR marks itself as an FR node. When the first FR node on the primary route receives a data packet from the source, the LPU process is triggered by broadcasting a HELLO_{LU} packet over 1-hop length. An “IComeFromFR” flag is set high in the HELLO_{LU} packet to indicate that it was originated by an FR node. This packet contains path information from its routing table as illustrated in Figure 1. When the immediate one-hop neighbors, labeled surrogate route (SR) nodes (which are not the FR nodes on any of the multiple paths), receive this local route update, they add a new route entry (or update an existing route entry) in their own routing table. The SR neighbors also use the path information (i.e., hop count and RSSI) to determine if they are able to provide a better path toward the same destination. The SR nodes respond by rebroadcasting the HELLO_{LU} packet over one hop with the IComeFromFR flag set low. This packet contains new neighbor information that helps the FR nodes on the primary route to locally decide if they should switch to the new route with better links. Though the size of HELLO_{LU} packet in AOMDV-DPU is larger than the HELLO packet in AOMDV, it is...
Table 1: Mapping node-to-end RSSI value to the metric.

<table>
<thead>
<tr>
<th>RSSI metric</th>
<th>RSSI value (dBm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>≥−50</td>
</tr>
<tr>
<td>2</td>
<td>≥−55</td>
</tr>
<tr>
<td>3</td>
<td>≥−60</td>
</tr>
<tr>
<td>4</td>
<td>≥−65</td>
</tr>
<tr>
<td>5</td>
<td>≥−70</td>
</tr>
<tr>
<td>6</td>
<td>≥−75</td>
</tr>
<tr>
<td>7</td>
<td>≥−80</td>
</tr>
<tr>
<td>14</td>
<td>≥−85</td>
</tr>
<tr>
<td></td>
<td>Noise floor</td>
</tr>
</tbody>
</table>

a controlled one hop broadcast initiated only by the FR nodes compared to the HELLO packets, which are broadcasted by even those nodes in AOMDV which are not in the vicinity of an established route.

The routing table of a node is updated whenever a HELLO$_{LU}$ packet is received as it also carries routing metric information of the neighboring nodes. We retain information about only the best routes in our table. HELLO$_{LU}$ from an FR to SR node informs other FR nodes around it that the originating node is an FR node (using an IComeFromFR flag) and vice versa; this information is used for making routing decision(s) by each node. The FR node first checks if the number of hops to the destination via the new SR node is less than or equal to the current primary route. It then checks if the new RSSI metric is greater than or equal to that of the current primary route. If both conditions are satisfied, the new route through the SR node has a lower cost and is added to the routing table. Once the SR node is added to the primary route, it is labeled as an FR node. The discarded FR node is labeled as an SR node after it completes forwarding all the packets in its buffer to its next hop on the primary route.

The LPU process is illustrated through an example in Figure 2. Nodes $S_{sc}$, I, J, K, L, and $D_{sc}$ are FR nodes, and the surrounding nodes $V$, $T$, $U$, $X$, and $W$ are SR nodes. The FR node $L$ broadcasts a HELLO$_{LU}$ packet with an "IComeFromFR" flag set high causing other neighboring FR nodes to discard this packet. This keeps the links and nodes on the primary and secondary routes disjoint. The SR nodes $U$, $X$, and $W$ in the transmission range of $L$ hear this HELLO$_{LU}$ packet and either add a new route entry or update the existing route information in their routing table. The FR node $L$ then relays the data packets (except the HELLO$_{LU}$ packet with "IComeFromFR" flag low). Other neighboring FR nodes (e.g., $K$) accept this HELLO$_{LU}$ broadcast and add new path(s) in their routing table or update the existing paths. A HELLO$_{LU}$ packet is broadcasted at a prespecified frequency in terms of packets/sec whenever an FR node receives a data packet as discussed in Section 3.4. In Figure 2, the FR node $J$ finds that SR node $U$ provides a better link to node $L$ with the same hop count of 2 and a higher minimum RSSI of 1. It therefore switches from the current primary route $J \rightarrow K \rightarrow L$ (shown in solid line) to a new route $J \rightarrow U \rightarrow L$ (shown in dotted line). After receiving the first data packet, the SR node $U$ labels itself as an FR node. Meanwhile, $K$ stops receiving data packets from its previous FR hop $J$ and, after forwarding all the packets in its buffer to FR node $L$, it labels itself as an SR node.

Thus, the LPU scheme preemptively removes the possibility of link breakage and causes the route to converge to a more efficient route. It therefore helps the source-destination pair to cope with node movements and deteriorating links. Also, this process gradually builds up a rich database of surrogate nodes and routes and increases the route lifetime.

3.4. HELLO Packet Interval. Conventionally, all the network nodes periodically broadcast HELLO packets to update the link information in AOMDV [7]. This introduces high overhead and packet loss due to interference with the data transmission on the same and neighboring route(s). In the AOMDV-DPU scheme, the HELLO$_{LU}$ packets are generated at 1 packet/s by the FR nodes participating in data forwarding. We have also employed the following scheme to further reduce the number of HELLO messages without affecting the packet delivery ratio: (i) if an FR node does not receive any data or control packet (except the HELLO$_{LU}$ packets from neighboring nodes) for a specified time period $T_1$, we assume that it is no longer participating in the data transmission and its HELLO$_{LU}$ packet frequency is reduced to half; (ii) further, if no data or control packets are received till a time period $T_2$, ($T_2 > T_1$), the node stops transmitting the HELLO$_{LU}$ packets. The node would restart transmitting HELLO$_{LU}$ packets as soon as it receives a data or control packet.

3.5. Enhanced Link Layer Failure Handling: Packet Salvaging. A link failure is assumed when the link layer does not receive (i) a clear-to-send (CTS) packet even after retransmitting the request-to-send (RTS) packet for a short retry limit, or (ii) an ACK packet in response to a data packet for a long retry limit. This is reported to the routing layer through a callback mechanism, and a packet salvage process is initiated. With the help of the LPU process discussed in Section 3.3, each node possesses a recently updated set of its one hop SR neighbors which can forward the packets to the destination. Thus, the link layer failure handling is enhanced in AOMDV-DPU scheme due to availability of multiple next hops (i.e., in terms of SR nodes). Meanwhile, the upstream nodes continue to forward packets to the node with the broken link until they are notified about it through a route error (RERR) packet. Figure 3 illustrates that when the link between nodes $K$ and $L$ fails, $K$ has another path to destination via the SR node $W$, which has the same number of hops. Therefore, $K$ now starts forwarding packets to $W$. Node $W$ has two paths to node $D$, with one hop and with two hops (via $L$) both having the same RSSI value. The path selection algorithm chooses the least hop path to $D$.

Unlike AOMDV [7], where packet salvaging starts as soon as the link failure is detected, a node in our scheme generates a route error (RERR) packet for packet salvaging only when it has exhausted all possibilities of finding a next hop node to the destination as discussed above. Recall that this RERR packet travels upstream towards the source causing all intermediate nodes, including the source, to delete the link failed node from their routing table. The source then switches to the best available secondary route from the set of multiple paths established in the route setup stage; otherwise it enters the route setup phase explained in Section 3.2.
packet salvaging scheme thus improves packet delivery and also reduces the route discovery frequency.


The schemes mentioned in the previous sections increase the primary route lifetime. Since AOMDV does not maintain or repair the secondary routes, they often break due to node mobility and may not even be available when the primary route breaks down. We have designed a simple secondary route maintenance scheme, which performs local repair and update of the secondary routes with very low overhead. For this, the FR nodes on the secondary routes transmit keep alive (KA) packets in a unicast manner to search and repair any link failures along the secondary routes. When any FR node does not find a valid next hop, it initiates a one-hop local repair asking its neighboring SR nodes for a route via the same last hop. The neighboring SR nodes having paths to the destination via the same last hop respond to the query. Thus, the FR node adds the SR node with the best routing metric as a new next hop in the routing table. Figure 4 shows the KA packet format. It carries the link metric information along with the last hop and the first hop of the route. To reduce the interference, the KA packet frequency is kept lower than the HELLO packet frequency of 1 packet/sec. We do not employ the LPU process on secondary routes because it is too expensive in terms of the HELLO broadcast overhead.

4. Performance Evaluation

We have simulated the AOMDV-DPU and AOMDV [7] schemes using the discrete event network simulator ns-2.32. In this section, their performance is compared for the delay-agnostic and delay-sensitive traffic, and H.264 video for varying node speeds and traffic loads.

We evaluate the performance in terms of the following five performance metrics used in AOMDV [7]: (i) % packet loss rate (PLR) defined as the ratio of the number of data packets dropped in the network to the total packets transmitted. Here the packet drops consist of the data packets lost due to collisions and those dropped from the queue in the network; (ii) average latency measured as the time a packet leaves the routing layer of the source node to the time it reaches the routing layer of the destination node. This delay includes queuing delay at the source and intermediate nodes, MAC back-off delay when the channel is busy, and propagation and retransmission delays; (iii) average route discovery delay (D_RD) measured as the average amount of time for all sources in the network for which a data packet has to wait in the source buffer until the first RREP packet is received either during the initial route setup stage or the intermittent route rediscovery stage when all the multiple paths are broken; (iv) average route discovery frequency (F_RD) measured as the average rate at which RREQ packets are generated every second in the network. It gives a measure of the adaptability
of a routing scheme to the network topology changes due to node speeds, node positions, and link losses. A lower $F_{RD}$ frequency signifies that the protocol is very stable, and as the frequency increases the PLR and average latency also increase; and (v) routing overhead ($O_R$) is the total number of route setup, update, and maintenance packets (i.e., RREQ, RREP, RERR, HELLO$_{LU}$, and KA packets) transmitted per hop per second over the network.

4.1. Simulation Scenario. Table 2 summarizes the constant network and protocol parameters used in our simulation setup, which are the same as used in AOMDV [7]. We use the time-to-live (TTL) value of 250 ms for delay-sensitive data traffic. Each node in the network is equally likely to act as source, destination, and intermediate router. Table 3 provides the set of parameters used during the simulation of various scenarios. We study the performance for up to 50 connections
and a maximum node speed of 20 m/s compared to 10 m/s in AOMDV [7]. Each simulation is run for 1000 seconds, and the initial 250 seconds are ignored to allow the network to stabilize. In order to average out the randomness in the movement pattern, we repeat each scenario 10 times (i.e., ten unique traffic movement patterns) and compute the mean of each performance parameter.

4.2. Varying Node Speed. Figure 5 shows the performance of the AOMDV-DPU and AOMDV schemes for the delay-sensitive (represented as TTL scheme) as well as delay-agnostic traffic with varying average node speeds at a constant load of 1 packet/s per connection for 50 connections (i.e., source destination pairs). This corresponds to an offered load of about 200 kb/s.

In Figure 5(a) the PLR increases with node speed because the corresponding link failure probability also increases. Overall, the delay-sensitive traffic has higher PLR than the delay-agnostic traffic because the packets are discarded if they cannot reach destination before their TTL expiry. The AOMDV-DPU scheme has up to 20% lower PLR compared to the AOMDV scheme for both types of traffic. This reduction corresponds to less than half the PLR of AOMDV scheme for both types of traffic at 1–10 m/s node speeds. Though AOMDV would switch to an alternate secondary route in the event of a link failure, the packets already queued in the nodes of the broken route may not be efficiently salvaged. Moreover, the life time of secondary routes also decreases at higher node speeds. Another contribution to packet loss in AOMDV is the network wide periodic HELLO broadcasts to maintain the link connectivity. This collides with data packet transmission leading to MAC layer backoffs. On the other hand, the LPU mechanism in AOMDV-DPU increases the longevity of primary route, the use of KA messages updates
the secondary routes, the use of lower frequency HELLO_LU broadcasts decreases the collisions with data packets, and packet salvaging increases the packet transmission efficiency. These features enable the AOMDV-DPU scheme to deliver more packets in comparison to AOMDV.

Figure 5(b) shows that the average end-to-end delay experienced by the packets at higher node speeds is up to 150 ms less in AOMDV-DPU as compared to the AOMDV, which can be attributed to the AOMDV-DPU features discussed in the previous paragraph. The difference in delay for both schemes is less than 50 ms for delay-sensitive traffic because the TTL is fixed at 250 ms.

Figure 5(c) illustrates that the average route discovery latency ($\mathcal{D}_{RD}$) increases with node speed. The value of $\mathcal{D}_{RD}$ is lower by at least 100 ms for AOMDV-DPU compared to AOMDV scheme for both types of traffic and the difference in their values increases with node speed. This is due to the combination of increased route lifetime achieved by the LPU process, maintenance of secondary routes, and packet salvaging. Also the routing overhead is higher in AOMDV due to HELLO messages, which increases the collisions in the network.

4.3. Varying Connections. Figure 6 shows the performance of the AOMDV-DPU and AOMDV schemes for both traffic types for varying number of connections. The average node speed and packet generation rate are constant at 5 m/s and 2 packets/s for each connection. Here the offered load varies from very light (i.e., 8 kb/sec for 1 connection) to heavy (i.e., 400 kb/s for 50 connections).

Figure 6(a) shows that the PLR increases with number of connections. AOMDV-DPU achieves substantially lower PLR than AOMDV for both types of traffic, especially when

![Figure 6](image-url)
the number of connections is more than 10. While the AOMDV-DPU scheme achieves less than 5% PLR for up to 30 connections, the corresponding PLR for the AOMDV scheme increases to 15%. PLR achieved by both schemes increases more rapidly for more than 30 connections due to higher offered load.

Figure 6(b) shows that the average packet delivery latency of both schemes is lower than 50 ms for up to 30 connections. Though average latency of both schemes for delay-agnostic traffic increases rapidly for more than 30 connections, the AOMDV-DPU scheme experiences lower latency. Note that the delay-sensitive traffic experiences lower delay than TTL value of 250 ms.

Figure 6(c) shows that the $D_{RD}$ for both schemes is about 100 ms for up to 10 connections. For more than 10 connections, the AOMDV-DPU scheme achieves lower $D_{RD}$ than AOMDV and their difference increases with the number of connections. When the traffic in the network increases, HELLO broadcasts become abundant and collisions increase in AOMDV.

4.4. Varying Packet Rates. In this set of experiments, the packet generation rate varies from 0.25 to 2 packets/s for each connection, the average node speed is 5 m/s, and 50 source destination pairs are activated in order to compare the results to those shown in [7]. The minimum offered load is 50 kb/s and the maximum load is 400 kb/s. As shown in Figure 7(a), the AOMDV-DPU scheme achieves significantly lower PLR than the AOMDV scheme for all the packet generation rates with maximum difference of 15% and 12% at 2 packets/s for the delay-agnostic and delay-sensitive traffic, respectively. For the proposed scheme, the PLR is relatively high at low packet generation rates because the HELLO packets are also generated at a low rate and therefore tracking SR nodes becomes difficult. As a result, the route breakage
probability increases. As the packet rate increases, the LPU process becomes more effective and PLR decreases. When the packet rate exceeds 0.5 packet/s for AOMDV and 0.75 packet/s for AOMDV-DPU scheme, the PLR starts increasing correspondingly.

Figure 7(b) shows the performance of average packet delivery latency with varying packet generation rate. It generally increases when packet rate exceeds 0.75 packet/s since more packets lead to more collisions and therefore retransmissions at the MAC. At 1.25 packets/s, AOMDV-DPU shows a considerably lower latency of 67 ms compared to the latency of 209 ms achieved by AOMDV. Our scheme benefits from the better route maintenance and optimization made to the HELLO_LU messages. Beyond 1.25 packets/s, the latency increases significantly due to higher offered load of up to 400 kb/s and a multihop network.

Figure 7(c) shows the variation of $D_{RD}$ with respect to the packet generation rate. The AOMDV-DPU scheme achieves lower $D_{RD}$ compared to AOMDV. It increases rapidly when the packet rate exceeds 1.2 packets/s because RREQ and RREP messages experience higher interference due to a higher offered load in the network.

4.5. Overall Route Discovery Frequency ($F_{RD}$). The $F_{RD}$ indicates the total number of RREQ packets generated per second by all the sources to find new routes. Figures 8(a), 8(b), and 8(c) illustrate $F_{RD}$ variation for different network parameters, that is, average node speed, number of connections, and packet generation rate, respectively. We observe that the AOMDV-DPU consistently shows a lower value of $F_{RD}$ than AOMDV for both traffic types. This is because AOMDV-DPU, unlike AOMDV, strengthens the primary route and
also maintains the secondary routes by using the KA packets. This increases the primary route lifetime and improves the probability of finding an active secondary route, when the primary route fails.

4.6. Overall Routing Overhead ($O_R$). Figures 9(a), 9(b), and 9(c) show the total $O_R$ measured in terms of the number of routing control packets transmitted per second, for average node speed, number of connections, and packet generation rate, respectively. The AOMDV-DPU has a lower value of $O_R$ compared to AOMDV due to the following reasons: (i) it reduces the number of HELLO LU packets by limiting them locally along the primary routes compared to AOMDV where every node broadcasts HELLO packets periodically; (ii) the LPU and KA algorithms of AOMDV-DPU strengthen the primary route and secondary routes, respectively. As a result, the frequencies of RREQ, RREP, and RERR messages are reduced considerably. For varying packet rate in Figure 9(c), the routing overhead for 0.25 packet/s is higher than 0.5 packet/sec because the HELLO packets are also generated at a low rate and therefore tracking SR nodes becomes difficult. As a result, the route breakage probability increases.

4.7. Performance for H.264 Video Transmission. In this section, we compare the performance of AOMDV-DPU with AOMDV for transmitting videos over the network. We have used the same network parameters as discussed in Table 2, except using a lower node density of 25 nodes. We used the JM14.2 reference source code of H.264/AVC [27, 28] for encoding Silent and Foreman CIF video sequences (with $352 \times 288$ pixel resolution @24bits/pixel) at the bit rate of 256 kbps. These videos have different motion and texture
Table 4: Average PSNR (in dB) for Silent and Foreman video encoded at 256 kbps.

<table>
<thead>
<tr>
<th>Routing scheme and node speed</th>
<th>Silent video sequence</th>
<th>Foreman video sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number of connections</td>
<td>Number of connections</td>
</tr>
<tr>
<td>AOMDV-DPU @ 5 m/sec</td>
<td>31.4</td>
<td>28.4</td>
</tr>
<tr>
<td>AOMDV [7] @ 5 m/sec</td>
<td>28.1</td>
<td>24.5</td>
</tr>
<tr>
<td>AOMDV-DPU @ 10 m/sec</td>
<td>30.4</td>
<td>27.5</td>
</tr>
<tr>
<td>AOMDV [7] @ 10 m/sec</td>
<td>26.8</td>
<td>23.4</td>
</tr>
<tr>
<td>AOMDV-DPU @ 20 m/sec</td>
<td>28.9</td>
<td>25.9</td>
</tr>
<tr>
<td>AOMDV [7] @ 20 m/sec</td>
<td>25.3</td>
<td>21.6</td>
</tr>
</tbody>
</table>

contents. Other encoder parameters were frame rate of 30 frames/second, GOP size of 20 frames, GOP frame pattern: IDR B P... B, two reference frames for motion estimation, 150 byte slice size, and a robust decoder with the error concealment scheme used in JM. The H.264/AVC video slices were aggregated into 600 byte packets, which were interfaced with EvalVid in ns-2 [29]. The time-to-live value for a video packet was 350 msec.

Table 4 shows the results for 2, 3, and 4 video sources (i.e., connections) at three different node speeds of 5 m/sec, 10 m/sec, and 20 m/sec. Note that these connections present a source load of 512 kbps for 2 connections (moderate), 768 kbps for 3 connections (heavy), and 1 Mbps for 4 connections (very heavy). We observe that the video PSNR decreases with the increase in the number of connections and node speed. However, our scheme achieves approximately 3 dB or higher video PSNR gain over AOMDV for each case. Note that a 3 dB PSNR improvement generally corresponds to a twofold increase in video bit rate.

5. Conclusion

We introduced a robust AOMDV-DPU routing scheme for MANET with the following features: (i) a routing metrics based on the combination of minimum hops and RSSI provided robust and reliable routes; (ii) local path update mechanism strengthened the route, reduced the route breakage frequency, and increased the route longevity; (iii) keep alive mechanism for secondary route maintenance enabled smooth switching between routes and reduced the route discovery frequency; (iv) packet salvaging scheme improved packet delivery in the event of a route breakage; and (v) reduced HELLO packet overhead was achieved by controlling the HELLO packet frequency.

AOMDV-DPU scheme achieved significantly higher throughput, lower end-to-end packet delay, lower routing overhead, and lower route discovery frequency and latency compared to AOMDV for the delay-sensitive as well as delay-agnostic traffic under varying node speeds, number of sources, and traffic load conditions. For H.264 video traffic, the AOMDV-DPU achieved approximately 3 dB or higher PSNR gain, which is equivalent to sending about two times the data rate on the channel.

Our AOMDV-DPU scheme provides the scope for quality of service support to real-time video applications. It can also be extended to support multichannel MAC schemes where primary routes use channels with more idle time and secondary routes use channels with less idle time. The path selection and route update algorithms could be further enhanced by considering other network-based metrics.
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