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This paper proposed a novel $H_{\infty}$ optimal inversion feedforward and robust feedback based two-freedom-of-freedom (2DOF) control approach to address the positioning error caused by system uncertainties in high speed-precision positioning system. To minimize the $H_{\infty}$ norm of the positioning error in the presence of model uncertainty, a linear matrix inequality (LMI) synthesis approach for optimal inversion feedforward controller design is presented. The specification of position resolution, control width, robustness, and output signal magnitude imposed on the entire 2DOF control system are taken as optimization objectives of feedback controller design. The robust feedback controller design approach integrates with feedforward controller systematically and is obtained via LMI optimization. The proposed approach was illustrated through a simulation example of nanopositioning control in atomic force microscope (AFM); the experiment results demonstrated that the proposed 2DOF control approach not only achieves the performance specification but also could improve the positioning control performance compared with $H_{\infty}$ mixed sensitivity feedback control and inversion-based 2DOF control.

1. Introduction

The performance of high-speed-precision positioning system such as piezoelectric and precision motor actuated system is required to meet the specification in scanning probe microscopy (SPM) [1, 2], microelectromechanical system [3, 4], optical-hard disk drive [5, 6], and so on. The positioning control performance could be characterized by positioning resolution, control bandwidth, and system robustness [1–6]. Various feedback control approaches have been studied and demonstrated that it could render requirements on positioning resolution and robustness satisfied at low frequencies [7–9]. However, the positioning resolution and control bandwidth of feedback control are limited for the Bode Sensitivity Integral theorem [10, 11]. It has been demonstrated that the feedforward control could increase the feedback control bandwidth [12, 13]. To improve the system positioning control performance, considerable 2DOF control approaches which combine the feedforward controller and feedback controller have been studied [14–18].

The inversion control technology could achieve exact trajectory tracking and precision positioning for linear and nonlinear system without system uncertainty [19, 20]. The stable-inversion [21], preview-based optimal inversion [22], and inversion-based iterative control [23] approach have improved the practicality of inversion technology. However, the positioning control performance of inversion feedforward control is limited by modeling uncertainties and disturbances [24]. Thus, recently, the inversion feedforward based 2DOF control approaches which utilize the robust feedback controller to compensated the limitation of inversion feedback controller have been presented and demonstrated that they could achieve good positioning performance [25–27]. However, the feedforward controller and feedback controller in the above 2DOF control approaches are designed separately; the feedback controller is designed by conventional
$H_{\infty}$ mixed sensitivity feedback control approach without taking the effect of feedforward controller into account. There exist challenges in inversion feedforward based 2DOF control: (1) inversion feedforward controller design optimization with considering the system uncertainty and (2) how to integrate the feedforward controller and feedback controller design systematically to obtain the desired requirement positioning resolution, control bandwidth, and robustness of the entire 2DOF control system.

To minimize the adverse effect caused by system uncertainties and make the requirements of performance of the entire 2DOF control system satisfied, a novel $H_{\infty}$ optimal inversion feedforward and robust feedback based 2DOF control approach is proposed in this paper. The main contribution of this paper is as follows. (1) A new LMI representation for $H_{\infty}$ optimal inversion feedforward controller design which takes minimizing the $H_{\infty}$ norm of the positioning error caused by feedforward control in presence of the system uncertainty as optimization objective. (2) A 2DOF control positioning performance optimization problem based on $H_{\infty}$ mixed sensitivity is formulated and a LMI optimization based robust feedback controller design approach integrating with feedforward controller systematically. The proposed 2DOF control design approach is evaluated through the experiment.

The rest of this paper is organized as follows. The design objective of $H_{\infty}$ optimal inversion feedforward and robust feedback based 2DOF control design approach is illustrated through AFM simulation in Section 4. The proposed 2DOF control approach is evaluated through the experiment in Section 5. Finally, the conclusion is discussed in Section 6.

2. Problem Formulation

2.1. System Description. Consider the SISO LTI system with parameter uncertainty:

$$G(s) = p(s, \theta) = \frac{n(s, \theta)}{d(s, \theta)}, \quad (1)$$

where $n(s, \theta)$ and $d(s, \theta)$ are polynomials of Laplace variable $s$ and $\theta = \{\theta_1, \theta_2, \ldots, \theta_m\} \in \mathbb{R}^m$ is the uncertain parameter vector that parameterizes the transfer function $G(s)$.

Defining the nominal parameter vector of $\theta$ as $\theta_m = \{\theta_{m_1}, \theta_{m_2}, \ldots, \theta_{m_q}\}$, the nominal model of the system could be denoted as $G_m(s) = p(s, \theta_m)$.

We assume that $\theta$ is known to lie in a box domain $\Omega$ which is defined as

$$\Omega = \{\theta | \theta_i = \theta_{m_i} + \Delta \theta_i, \Delta \theta_i \in [a_i, b_i], \quad i = 1, 2, \ldots, q\}, \quad (2)$$

where $\Delta \theta_i$ are the variation of $\theta_i$.

Assumption 1. System $G(s)$ is invertible, and the relative degree of $G(s)$ is at least two (i.e., has at least two more poles than zeros). System $G(s)$ and its inverse $G^{-1}(s)$ are hyperbolic; that is, $G(s)$ does not have poles or zeros on the imaginary axis of the complex plane.

Remark 2. The requirements that the system $G(s)$ is invertible and hyperbolic and that the relative degree of $G(s)$ is more than one are needed for computation [21] and robustness [22] of the exact inverse.

2.2. $H_{\infty}$ Optimal Inversion Feedforward and Robust Feedback Based 2DOF Control. Consider the 2DOF control system shown in Figure 1. In this figure, $G(s)$ is the transfer function of a LTI plant as described in (1), $G_{FF}(s)$ and $G_{FB}(s)$ are feedback controller and feedforward controller, respectively. The signal $y_d(s)$ represents the desired output and $u(s)$ represents the input to the plant $G(s)$. The signal $y(s)$ represents the actual output of the entire 2DOF control system.

The transfer function from the desired trajectory $y_d(s)$ to actual outputs $y(s)$ and $G_{2DOF}(s)$ is given by

$$G_{2DOF}(s) = [G_{FF}(s) + G_{FB}(s)] G(s) S(s), \quad (3)$$

where $S(s)$ is the feedback sensitivity function; that is,

$$S(s) = (1 + G(s) G_{FB}(s))^{-1}. \quad (4)$$

The outputting error of entire 2DOF control system $\varepsilon_{2DOF}(s)$ can be decoupled as multiplication of the feedforward path outputting error $\varepsilon_{ff}(s)$ and the feedforward sensitivity function $S(s)$:

$$\varepsilon_{2DOF}(s) = 1 - G_{2DOF}(s) = (1 - G(s) G_{FF}(s)) S(s) \quad (5)$$

Remark 3. By Bode Sensitivity Integral theorem, the small feedforward path output error could improve the bandwidth of feedback control and output error. If $G_{FF}(s) = G^{-1}(s)$, the output error could be zero; however, it is impossible to find the exact inverse of the system for the modeling uncertainty.

The control block and output error of the 2DOF control system are now presented. The design goal of $H_{\infty}$ optimal feedforward and robust feedback based 2DOF control design is to make the following two optimization objects satisfied:

(1) Find an $H_{\infty}$ optimal robust inversion-based feedforward controller $G_{FF}^*(s)$ to minimize the $H_{\infty}$ norm of feedforward path output error in the presence of system uncertainties; that is,

$$G_{FF}^*(s) = \arg\min_{G_{FF}} \sup_{\theta \in \Omega} \|\varepsilon_{FF}(s)\|_{\infty}. \quad (6)$$

![Figure 1: Block diagram of 2DOF control system.](image-url)
After determining the feedforward controller $G_{FF}^*(s)$, find a robust feedback controller $G_F(s)$ to minimize the $H_\infty$ norm of transfer function $\Phi(G_{FB})$; that is,

$$G_{FB}^* = \arg \inf \sup \|\Phi(G_{FB})\|_\infty,$$  \hspace{1cm} (7)

where

$$\|\Phi(G_{FB})\|_\infty = \left\| \begin{bmatrix} W_p(s)S_{2DOF}(s) \\ W_u(s)S_{2DOF}(s)G_F(s) \\ W_t(s)T_{2DOF}(s) \end{bmatrix} \right\|_\infty.$$  \hspace{1cm} (8)

$W_p(s)$ denotes the weighting function for output bandwidth and output error limitation, $W_t(s)$ denotes the weighting function for robustness performance of system, $W_u(s)$ denotes the weighting function for magnitude of output signal of feedback controller, and $S_{2DOF}(s)$ and $T_{2DOF}(s)$ are the transfer function from desired trajectory $y_d(s)$ to output error and $\varepsilon_{2DOF}(s)$ and $y_d(s)$ to actual output $y(s)$.

3. $H_\infty$ Optimal Inversion Feedforward Controller Design

This section is devoted to $H_\infty$ optimal inversion feedforward controller design. At first feedforward controller based on $H_\infty$ optimal inverse of $G(s)$ is designed by LMI optimization, and then the feedback controller is implemented by preview-based inversion [21].

3.1. $H_\infty$ Optimal Inversion of System. A modulation function $\mu(s)$ is introduced to inversion feedforward controller design as follows:

$$G_{FF}(s) = a(s) G_m^{-1}(s) = a(s) G(s).$$  \hspace{1cm} (9)

Consider Assumption 1; $\tilde{G}(s)$ is improper; that is, the poles number is less than zeros number. Assume $a(s)$ is proper; thus, inversion feedforward controller also could be decoupled as proper element $\tilde{G}_{impr}(s)$:

$$G_{FF} = a(s) \tilde{G} = a(s) \frac{N_m(s)}{\text{den}_m(s)} \tilde{G}_{impr} = a(s) \tilde{G}_a \tilde{G}_{impr}.$$  \hspace{1cm} (10)

where $\text{den}_m(s)$ and $N_m(s)$ are the denominator and numerator of $\tilde{G}(s)$, respectively. The order of $A_m(s)$ is equivalent to the order of $\text{den}_m(s)$. Thus, the relative degree of $\tilde{G}_{impr}(s)$ is zero and the order of $\tilde{G}_{impr}(s)$ is equal to the relative degree of nominal model $G_m(s)$.

The transfer function of feedforward path output error $\varepsilon_{FF}(s)$ could be rewritten as

$$\varepsilon_{FF}(s) = 1 - G_{FF}(s)G(s) = 1 - \tilde{G}_a(s) \tilde{G}_{impr}(s)G(s)$$

$$= 1 - \tilde{G}_a(s) \tilde{G}(s).$$  \hspace{1cm} (11)

**Remark 4.** Because the order of $\tilde{G}_{impr}(s)$ is equal to the relative degree of nominal model $G_m(s)$, the relative degree of $\tilde{G}(s)$ is equal to zero. The modulation function $a(s)$ could be obtained as $a(s) = G_a(s)/\tilde{G}_{impr}(s)$.

Now, a proper transfer function $\tilde{G}_a(s)$ whose relative degree is zero can be obtained by multiplying improper element $\tilde{G}_{impr}(s)$ with $G(s)$. Consider the parameter uncertainty domain of $G(s)$, the parameters of $\tilde{G}(s)$ can also be known to lie in a box uncertainty domain, and the state space matrices of $\tilde{G}(s)$ which depend on $\theta$ [28, 29]. The state space representation of $\tilde{G}(s)$ can be given as

$$\dot{x} = \tilde{A}(\theta) x + \tilde{B}(\theta) u,$$

$$\dot{y} = \tilde{C}(\theta) x + \tilde{D}(\theta) u.$$  \hspace{1cm} (12)

The state space representation of $\tilde{G}_a(s)$ is given as

$$\dot{x}_a = \tilde{A}_a x_a + \tilde{B}_a u_a,$$

$$\dot{y}_a = \tilde{C}_a x_a + \tilde{D}_a u_a.$$  \hspace{1cm} (13)

Now, the state space representation of the feedback path output error $\varepsilon_{yy}(s)$ can be written as

$$\dot{x}_{yy} = A_{yy} x_{yy} + B_{yy} u_{yy},$$

$$\dot{y}_{yy} = C_{yy} x_{yy} + D_{yy} u_{yy},$$  \hspace{1cm} (14)

where the state space matrices are given by

$$A_{yy}(\theta) = \begin{bmatrix} \tilde{A}(\theta) & \tilde{B}(\theta) \tilde{C}_a \\ 0 & \tilde{A}_a \end{bmatrix}.$$  \hspace{1cm} (15)

$$B_{yy}(\theta) = \begin{bmatrix} \tilde{B}(\theta) \tilde{D}_a \\ \tilde{B}_a \end{bmatrix}.$$  \hspace{1cm} (15)

$$C_{yy}(\theta) = \begin{bmatrix} -\tilde{C}(\theta) & -\tilde{D}(\theta) \tilde{C}_a \end{bmatrix},$$

$$D_{yy}(\theta) = 1 - \tilde{D}(\theta) \tilde{D}_a.$$  \hspace{1cm} (15)

The objective of the inversion feedforward controller design in (6) could be transformed to find an optimal function; that is,

$$\tilde{G}_a^* = \min \sup_{\tilde{G}_a} \left\{ \|\varepsilon_{yy}(s)\|_\infty \right\}$$

$$= \min \sup_{\tilde{G}_a} \left\{ \|1 - \tilde{G}_a(s) \tilde{G}(s)\|_\infty \right\}.$$  \hspace{1cm} (16)

The bounded real lemma (BRL) [30] will be utilized for solving the optimal $\tilde{G}_a(s)$. The LMI representation lemma is given as follows.

**Lemma 5.** A proper element in inversion feedforward controller $G_{FF}(s)$ as in (10) is the solution to the minimization problem in (16) whose state space matrices $\tilde{A}_a, \tilde{B}_a, \tilde{C}_a,$ and $\tilde{D}_a$ and a symmetric matrix $V > 0$ could minimize the scale
\( \gamma \) in presence of uncertain parameters, subjected to following parameterized LMI, that is,

\[
\min_{A', B', C', D', V} \left( \max_\theta (\gamma) \right)
\]

subject to

\[
\begin{bmatrix}
V A_{\text{exp}} (\theta) + A_{\text{exp}}^T (\theta) V & VB_{\text{exp}} (\theta) & C_{\text{exp}}^T (\theta) \\
B_{\text{exp}}^T (\theta) V & -\gamma^2 I & D_{\text{exp}}^T (\theta) \\
C_{\text{exp}} (\theta) & D_{\text{exp}} (\theta) & -I
\end{bmatrix} < 0,
\]

\( \theta \in \Omega. \)

**Proof.** Consider the uncertainty domain \( \Omega \) and bounded real lemma; if there exist a positive-definite symmetric matrix \( V \) and matrices \( A', B', C', \) and \( D' \) which could render the parameterized LMIs in (18) satisfied, \( H_\infty \) norm of feedforward path positioning error is less than \( \gamma \) in the presence of uncertain parameters \( \theta \); that is, \( \|e_{\text{ff}}(s)\|_\infty < \gamma, \theta \in \Omega. \)

Thus, if matrices \( \tilde{A}_a, \tilde{B}_a, \tilde{C}_a, \) and \( \tilde{D}_a \) and a given \( \tilde{G}_a(\theta) \) and \( V \) could satisfy the optimization objective in (17), a solution for minimizing problem in (16) \( \tilde{G}_a^*(\theta) \) exists. This completes the proof.

The solution to the optimization problem in (6) could be given by the following theorem.

**Theorem 6.** Assume the \( H_\infty \) optimal inversion feedforward controller \( \tilde{G}_a^*(\theta) \) with form as (10) is \( \tilde{G}_a^*(\theta) = \tilde{G}_a^*(\theta) \tilde{G}_a^*(\theta) \).

(a) The proper element in \( \tilde{G}_a^*(\theta) \), \( \tilde{G}_a^*(\theta) \), is given as follows:

\[
\begin{align*}
\tilde{A}_a &= V_{12}^{-1} V_{11} X (W_{12}^T)^{-1}, \\
\tilde{B}_a &= V_{12}^{-1} V_{11} Y, \\
\tilde{C}_a &= Z (W_{12}^T)^{-1}, \\
\tilde{D}_a &= U.
\end{align*}
\]

Considering the partition of \( A_{\text{exp}} \) and \( B_{\text{exp}} \), we introduce a partition of \( V \) and its inverse \( W \neq V^{-1} : \)

\[
V = \begin{bmatrix} V_{11} & V_{12} \\ W_{12}^T & V_{22} \end{bmatrix},
W = \begin{bmatrix} W_{11} & W_{12} \\ W_{12}^T & W_{22} \end{bmatrix}.
\]

Since \( WV = I, \)

\[
W_{11} V_{11} + W_{12} V_{12} = I,
W_{11} V_{12} + W_{12} V_{22} = 0.
\]
Multiplying the inequalities in (18) by \( \text{diag} \{ F, I, I \} \) and \( \text{diag} \{ F^T, I, I \} \) on the left and on the right, respectively, we obtain the following LMI:

\[
\begin{bmatrix}
FVA_{\epsilon_{ff}} (\theta) F^T + FAV_{\epsilon_{ff}} (\theta) V F^T
\end{bmatrix}
\begin{bmatrix}
B_{\epsilon_{ff}} (\theta) V F^T & -\gamma I & D_{\epsilon_{ff}} (\theta)
\end{bmatrix}
< 0.
\]

Now, the LMI item in (26) could be written as

\[
FVA_{\epsilon_{ff}} (\theta) F^T = \begin{bmatrix}
\tilde{A} (\theta) \tilde{V}_{11}^T & \tilde{A} (\theta) W_{11} & \tilde{B} (\theta) Z + X
\end{bmatrix}
\begin{bmatrix}
\tilde{A} (\theta) \tilde{V}_{11} & \tilde{A} (\theta) W_{11} + \tilde{B} (\theta) Z
\end{bmatrix},
\]

\[
FVB_{\epsilon_{ff}} = \begin{bmatrix}
\bar{B}(\theta) \bar{D}_a + V_{11}^{-1} V_{12} \tilde{B}_a
\end{bmatrix} = \begin{bmatrix}
\bar{B}(\theta) U + Y
\end{bmatrix},
\]

\[
FC_{\epsilon_{ff}} = \begin{bmatrix}
-\tilde{V}_{11} \tilde{C}_d^T (\theta)
\end{bmatrix},
\]

\[
D_{\epsilon_{ff}} = I - \tilde{D} \bar{D}_a = I - \tilde{D} U.
\]

Replacing the LMI items in (26) with (27), we obtain the LMI as in (20). This completes the proof.

(b) It is obvious that \( \tilde{G}_{impr} (s) \) as (25) is the solution to (16) if the matrix variables \( X, Y, Z, U, W_{11}, \) and \( \tilde{V}_{11} \) are the solution for (19); \( W_{12} \) and \( V_{12} \), could be deduced from (23). This completes the proof.

Now, the \( H_\infty \) optimal inversion feedforward controller which satisfies the optimization problem in (6) can be obtained by Theorem 6.

### 3.2. Time Domain Implementation of Feedforward Controller

Note that the obtained \( H_\infty \) optimal inversion feedforward controller as \( \tilde{G}_{impr} (s) \tilde{G}_n(s) \) is improper; it will be realized by preview-based inversion [22]. The design steps are given as follows.

(1) The improper inversion feedforward controller can be transformed to proper form as \( \tilde{G}_{impr} (s) \) by a transformed desired outputting \( \hat{y}_d (s) \) which carries the preview knowledge of \( y_d (s) \). The transformed desired outputting \( \hat{y}_d (s) \) is obtained by multiplying the improper element \( \tilde{G}_{impr} (s) \) and desired outputting \( y_d (s) \). The output of feedforward controller \( u_{ff^*} (s) \) is given as follows:

\[
u_{ff^*} (s) = \tilde{G}_{n^*} (s) \hat{y}_d (s) = \tilde{G}_{impr} (s) \tilde{G}_n (s) y_d (s)
\]

(2) By the proper \( \tilde{G}_n^*(s) \) and \( \hat{y}_d (s) \), the minimal state space realization of the \( \hat{H}_{\infty} \) optimal inversion feedforward controller \( G_{ff^*} (s) \) can be given as

\[
\begin{align*}
\dot{x}_{ff^*} (t) &= A_{ff^*} x_{ff^*} (t) + B_{ff^*} \hat{y}_d (t), \\
y_{ff^*} (t) &= C_{ff^*} x_{ff^*} (t) + D_{ff^*} \hat{y}_d (t).
\end{align*}
\]

(3) Finally, the time domain representation of output of the optimal feedforward controller \( u_{ff^*} (t) \) can be obtained as

\[
u_{ff^*} (t) = C_{FF} \int_{-\infty}^{t} e^{A_{FF} (t-\tau)} \tilde{y}_d (\tau) d\tau + D_{FF} \tilde{y}_d (t).
\]

By the above step, the \( H_\infty \) optimal inversion is implemented in time domain.

### 4. Robust Feedback Controller Design

This section will discuss the solution to the robust feedback controller design problem in (7). The \( H_\infty \) mixed sensitivity synthesis scheme of 2DOF control system is shown in Figure 2.

By Figure 2, the sensitivity transfer functions of the entire 2DOF control system can be represented as follows:

\[
S_{2DOF} (s) = (1 - G_{ff}(s) G(s)) S(s),
\]

\[
T_{2DOF} (s) = (G_{ff}(s) G(s) + G_{FB}(s) G(s)) S(s).
\]

Integrating with the feedforward which has been determined by design approach proposed in Section 3 and the weighting functions \( W_p(s), W_u(s), \) and \( W_l(s) \), which impose the requirements for positioning resolution performance, robustness of the entire 2DOF control system, and output signal magnitude of feedback controller, find a feedback controller \( G_{FB}(s) \) which could make the optimization problem in (7) satisfied. The design problem of feedback controller could be transformed to seek a controller \( G_{FB}(s) \) which could minimize the \( H_\infty \) norm of transfer function from desired trajectory \( y_d \) to weighting output \( T_{yZ} \) as in Figure 2; that is,

\[
G_{FB} (s) = \min_{G_{FB}} \sup_{\zeta_{\infty} \in \Omega} \left\| T_{yZ} (s) \right\|_{\infty}.
\]

The transfer function matrix of \( P \) in Figure 2 is given as follows:

\[
P (s) = \begin{bmatrix}
W_p (s) [1 - G(s) G_{ff}] & -W_p (s) G(s) \\
0 & W_u (s) \\
W_l (s) G(s) G_{ff} (s) & W_l (s) G(s) \\
1 - G(s) G_{FB} (s) & -G(s)
\end{bmatrix}.
\]

The state space representation of \( P \) could be given as

\[
\dot{x}_p = A_p (\theta) x_p + B_p (\theta) y_d + B_{p_{11}} (\theta) u_{FB},
\]

\[
Z = C_{p_{11}} (\theta) x_p + D_{p_{11}} (\theta) y_d + D_{p_{12}} (\theta) u_{FB},
\]

\[
\varepsilon_{2DOF} = C_{p_{12}} (\theta) x_p + D_{p_{12}} (\theta) y_d.
\]
The state space representation of feedback controller $G_{FB}$ is given as follows:

$$
\dot{x}_{FB} = A_{FB}x_{FB} + B_{FB}u_{2DOF},
$$

$$
u_{FB} = C_{FB}x_{FB} + D_{FB}u_{2DOF}.
$$

This completes the proof.

**Theorem 7.** Consider the system as (34), if there exist symmetric matrices $X$ and $Y$ and matrices with appropriate dimension $\tilde{A}, \tilde{B}, \tilde{C},$ and $\tilde{D}$ that could satisfy the following optimization problem of positive scale $\gamma$, that is,

$$
\min_{XY, \tilde{A}, \tilde{B}, \tilde{C}, \tilde{D}} \left( \max (\gamma) \right)
$$

subject to

$$
\begin{bmatrix}
    A_p(\theta)X + XA^T_p(\theta) + B_{p_1}(\theta)\tilde{C} + (B_{p_1}(\theta)\tilde{C})^T \\
    \cdots \\
    A^T_p(\theta)Y + YA_p(\theta) + B\tilde{C}_{p_1}(\theta) + (B\tilde{C}_{p_1}(\theta))^T \\
    \cdots \\
    A^T_p(\theta)Y + YA_p(\theta) + B\tilde{C}_{p_1}(\theta) + (B\tilde{C}_{p_1}(\theta))^T
\end{bmatrix}
\begin{bmatrix}
    1 \\
    \cdots \\
    1
\end{bmatrix} > 0
$$

for $\theta = \theta^* \in \Omega$; the feedback controller which is the solution to the optimization problem

$$
\min_{G_{FB}} \sup_{\theta = \theta^*} \|T_{y_dZ}(s)\|_{\infty}
$$

could be given as

$$
D_k = \tilde{D},
$$

$$
C_k = (\tilde{C} - D_kC_{p_1}(\theta^*)X)(M^T)^{-1},
$$

$$
B_k = N^{-1}(\tilde{B} - YB_{p_1}(\theta^*)D_k),
$$

$$
A_k = N^{-1}\left[\tilde{A} - Y\left(A(\theta^*) + B_{p_1}(\theta^*)D_kC_{p_1}(\theta^*)\right)X\right]
\cdot(M^T)^{-1} - B_kC_{p_1}(\theta^*)X(M^T)^{-1}
\cdot N^{-1}YB_{p_1}(\theta^*)C_k,
$$

where $N$ and $M$ are deduced from $MN^T = I - XY$.

**Proof.** By BRL and the theorem in [30, 31], there exists a feedback controller such that $\|T_{y_dZ}(s)\|_{\infty} < \gamma$ for a certain parameter $\theta^*$, if the LMIs in (37) hold, and the feedback controller is given in (39) for a system $P$ with certain parameter $\theta^*$. It is obvious that if there exists a solution of the minimization problem for $\gamma$, the feedback controller which is given in (39) is the solution for the minimization problem in (38). This completes the proof.

Feedback controller $G_{FB}^*$ which satisfies the optimization problem in (7) could be found by the following procedure.

**Step 1.** Discretize the uncertain parameters $\theta_i$ in box domain $\Omega$, set $\theta_{ij} = \theta_m + (b_i - a_i)(j - 1)/m$, ($1 \leq j \leq m + 1; m > 1$), and initialize the parameter vector set $\Theta = \{\Theta_k | \Theta_k = (\theta_{i1}, \theta_{i2}, \ldots, \theta_{im}) ; k \in \{1, 2, k \in \{1, 2, \ldots, m^l\}, k = 1 \}.$

**Step 2.** By Theorem 7, obtain the feedback controller $G_{FB}^*$, which could satisfy the optimization problem $\min_{G_{FB}} \|T_{y_dZ}(s)\|_{\infty}$ and define $\tau = \min_{\Theta_k} \|T_{y_dZ}(s)\|_{\infty}$.

**Step 3.** Define $\lambda_{kl} = \min_{\Theta_k} \|T_{y_dZ}(s)\|_{\infty}$. By BRL, we can obtain $\lambda_{kl}$. If $\tau < \lambda_{kl}$, for $l \neq k$, $l = 1, 2, \ldots, m^l$, then $G_{FB}^* = G_{FB_k}$ and stop.
Step 4. Else \( k = k + 1 \), go to Step 2.

5. Implementation and Experiment

In this section, we will conduct a simulation example of nanopositioning in atomic force microscope (AFM) operation to illustrate the positioning control performance through the proposed 2DOF control design approach.

5.1. Experimental System Description. The AFM system utilizes piezo actuator to enable the \( x-y \) axis scanning of the AFM probe relative to the sample surface during AFM imaging as shown in Figure 3. The output error will cause AFM image distortion and sample or probe damaging during scanning. Thus, the positioning control performance of the piezo actuator is important in AFM which measures the surface properties.

To demonstrate the proposed 2DOF control design approach, we will take the \( x-y \)-axis scanning motion control in the simulation experiment in MATLAB Simulink. The model of piezo actuator always is identified by several frequency response measurements. According to frequency response data, an approximate transfer function is obtained, which has parameter uncertainties compared with actual system. Considering the uncertainties, a second-order model of piezo actuator is given as follows [32]:

\[
G(s) = \frac{4.019 \times 10^6}{s^2 + \theta_1 s + \theta_2}. \tag{40}
\]

The variation bound is given as follows:

\[
\theta_m + \Delta \theta_{\text{min}} \leq \theta_i \leq \theta_m + \Delta \theta_{\text{max}}, \quad (i = 1, 2), \tag{41}
\]

where \( \theta_m = 14.78 \), \( \Delta \theta_1 \in [0.1, 2] \); \( \theta_m = 2.713 \times 10^5 \), \( \Delta \theta_2 \in [0.05 \times 10^5, 0.1 \times 10^5] \).

The frequency responses of piezo actuator are shown in Figure 4.

5.2. Design of the Feedforward Controller. The inversion feedforward controller \( G_{\text{FF}}(s) \) is selected as follows:

\[
G_{\text{FF}}(s) = a^*(s) \hat{G}(s) = \hat{G}_a^*(s) \hat{G}_{\text{impr}}(s). \tag{42}
\]

The improper element \( \hat{G}_{\text{impr}}(s) \) could be written as

\[
\hat{G}_{\text{impr}}(s) = \frac{s^2 + 14.78s + 2.713 \times 10^5}{4.019 \times 10^6}. \tag{43}
\]

The transfer function \( \hat{G}(s) \) in (11) and its state matrices in (12) could be given as follows:

\[
\hat{G}(s) = \hat{G}_{\text{impr}}(s)G(s) = \frac{s^2 + 14.78s + 2.713 \times 10^5}{s^2 + \theta_1 s + \theta_2},
\]

\[
\hat{A} = \begin{bmatrix} 0 & 1 \\ -2(2.713 \times 10^5 + \Delta \theta_2) - (14.78 + \Delta \theta_1) \end{bmatrix},
\]

\[
\hat{B} = \begin{bmatrix} 0 \\ 1 \end{bmatrix},
\]

\[
\hat{C} = [-\Delta \theta_2 \quad -\Delta \theta_1],
\]

\[
\hat{D} = 1.
\]

By using Theorem 6 and LMI toolbox in MATLAB, the \( H_{\infty} \) optimal inversion feedforward controller is obtained as follows which could render

\[
G_{\text{FF}}^*(s) = \hat{G}_a^*(s) \hat{G}_{\text{impr}}(s) = \frac{0.9979s + 0.0188}{s + 0.0287} \tag{45}
\]

\[
. \left( \frac{s^2 + 14.78s + 2.713 \times 10^5}{4.019 \times 10^6} \right).
\]

The output of \( H_{\infty} \) optimal inversion feedforward controller \( u_{\text{FF}}^* \) could be obtained by the obtained \( G_{\text{FF}}^*(s) \) and preview inversion design steps as in (28)–(30).

5.3. Design of the Feedback Controller. At first, we specify the weighting function. It is noted that the tracking error could be achieved to around 30% by \( H_{\infty} \) optimal inversion feedforward controller. We chose the weighting function for control bandwidth and positioning error limitation as \( W_p(s) = 80/(1 + 0.01s) \) which specifies the positioning error to be less than 2.5% below frequency at 125 Hz. The frequency response of \( W_p(s) \) is shown in Figure 5.

Considering system robustness requirement and the parameter uncertainty domain, the weighting function for system robustness performance is chosen as \( W_{r_p}(s) = (s + 1)/(10s + 8) \). The frequency response of \( W_{r_p}(s) \) is shown in Figure 6.

Considering the limitation of the controller output signal, the weighting function for magnitude of output signal of feedback controller is chosen to be a constant, \( W_o(s) = 1/50 \).

Through design procedure of robust feedback controller and selecting \( \tau = 0.2 \), we obtained the feedback controller by using LMI toolbox in MATLAB. It is given as follows:

\[
G_{\text{FB}} = \frac{G_{\text{FB}}(s)}{n_{\text{FB}}(s)}, \tag{46}
\]
5.4. Experiment and Result Discussion. The AFM x-axis positioning control simulation experiment which is tracking triangular trajectory at three different frequencies (5 Hz, 50 Hz, and 125 Hz) was conducted. For comparison, the positioning performances of three control approaches were tested by simulation experiment. The approaches are as follows: (1) the proposed $H_{\infty}$ optimal inversion feedforward and robust feedback 2DOF control approach, that is, $(G_{FF}^* + G_{FB}^*)$, (2) exact inversion feedforward-robust feedback based 2DOF control approach, that is, $(G_{FF}^m + G_{FF})$, and (3) $H_{\infty}$ mixed sensitivity feedback control only, that is, $G_{FB}$. The positioning control performance was evaluated by positioning maximum error and mean error, which are described as follows:

$$
e_{\text{max}} = \max_{k \in \{1\ldots n\}} (y_d(k) - y(k)),$$
$$E_{\text{mean}} = \sqrt{\frac{\sum_{k=1}^{n} (y_d(k) - y(k))^2}{n}}. \quad (49)$$

Figure 7 shows the positioning control simulation results and positioning errors by using different control approaches. The maximum positioning errors and mean errors for triangular trajectory scanning at different frequencies are shown in Table 1. The range of triangular trajectory was 1 $\mu$m. As shown, at scan rate 5 Hz, these three control approaches could achieve precision positioning; maximum positioning errors are 0.0019 $\mu$m, 0.0027 $\mu$m, and 0.0138 $\mu$m, respectively, and mean positioning errors are 0.0002 $\mu$m, 0.0003 $\mu$m, and 0.0073 $\mu$m, respectively. At scan rate 50 Hz, the proposed 2DOF control approach and the exact inversion feedforward and robust feedback based 2DOF control approach could obtain a better positioning control performance than $H_{\infty}$ mixed sensitivity feedback control only. The maximum positioning errors obtained by approaches (1) and (2) are 0.0034 $\mu$m and 0.0061 $\mu$m which are as small as 13.2% and
23.6% of that obtained by $H_\infty$ mixed sensitivity feedback control. The positioning mean errors obtained by approaches (1) and (2) are 0.0003 $\mu$m and 0.0034 $\mu$m which are as small as 2% and 22% of that obtained by approach (3). At scan rate 125 Hz, only the proposed 2DOF control could obtain precision positioning. The maximum positioning error obtained by approach (1) is 0.0057 $\mu$m, which is as small as 55% of that obtained by approach (2) and is as small as 12.7% of that obtained by approach (3). The positioning mean error obtained by approach (1) is 0.0008 $\mu$m, which is as small as 14.8% of that obtained by approach (2) and is as small as 2.6% of that obtained by approach (3). Through the experiment result analysis, it is obvious that the proposed 2DOF control could achieve better positioning precision than the other two control approaches both in high speed scanning.

6. Conclusion

In this paper, a novel $H_\infty$ optimal inversion feedforward and robust feedback based 2DOF control approach for high speed-precision positioning systems is proposed. In this approach, an $H_\infty$ optimal inversion feedforward controller is designed to minimize the $H_\infty$ norm of the tracking error in the presence of model uncertainty via linear matrix inequality (LMI) synthesis. Integrating with the feedforward controller systematically, a robust feedback controller is designed to render the requirements of positioning resolution, control width, robustness, and output signal magnitude imposed on the entire 2DOF control system satisfied via LMI optimization. The proposed control design approach is implemented in an AFM system $x$-axis positioning simulation experiment.
and the experiment results demonstrated the effectiveness of the proposed 2DOF control approach.
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