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1. Introduction

The security and reliability issues of the manipulator have been more and more attractive for the application of manipulators and increasingly widespread with the development of robot-related research and industrial manufacturing. Generally, component damage and sensor and actuator failure will cause system faults, resulting in performance degradation. It has become an attractive and challenging problem to diagnose faults in time and design control schemes to reduce the impact of faults on the system. The research of the fault diagnosis and fault-tolerant control technology provides the theoretical basis for solving these problems in literature [1–4].

In the three categories of fault diagnosis theories, model-based method, knowledge-based method, and signal processing-based method, the model-based fault diagnosis technology is popular with researchers [5]. In literature [6], based on the system model of the wind energy, an adaptive fault observer is constructed to detect and estimate the faults of the system, and this method also can be found in [7, 8]. Literature [9] studies the fault model of the satellite actuators and uses the adaptive observer to estimate the actuator faults. A class of time-delayed nonlinear systems with the actuator fault and the uncertainties of the model parameter are considered in literature [10], and the adaptive fault diagnosis observer is designed for estimation of the nonlinear actuator fault. And more research can be found in [11–13].

During the past decade, the research on the fault diagnosis of manipulator system with actuator fault is preferred by researchers compared with the sensor fault, and the former research results are much more than those of the latter. For example, a sliding mode observer is constructed to diagnose the actuator fault in the manipulator in [14–16]. A new reconstruction method is developed for the actuator fault of the manipulator in [17] with the faster and more precise capability. The existing research on the sensor fault provides support for the next research in the manipulator system. For a class of nonlinear systems with sensor fault shown in [18, 19], the sensor fault is transformed as the actuator fault by a filter state; thus, the original system can be transformed into an augmented system with actuator fault, and then, the fault diagnosis observer is designed for the estimation of the fault. And in literature [20], the sensor faults in industrial robot manipulators are taken into account, and the fault is detected from the residual based on a bank of state observers via an analytical redundancy approach.
Fault tolerance can be achieved passively or actively. Passive fault tolerance is robust with respect to possible system faults, but for the active fault tolerance, the obtained fault information is used to compensate for the influence of the fault [5, 21]. After the fault information is available, the fault-tolerant controller can be designed to compensate for the fault impact. In literature [22, 23], the PID controller is introduced to compensate for the fault of the manipulator, which can be utilized to eliminate the impact of the fault. The manipulator system in literature [24, 25] can be secured to follow the desired trajectory with the design method of a sliding mode controller. The controller design strategy combining with the back-stepping method is introduced in literature [26, 27].

A lot of research has been done on fault diagnosis of the systems with actuator or sensor faults, but some of them are mainly concentrated on the manipulator systems with actuator faults, and others are mainly on the nonlinear systems with sensor faults. The manipulator system with sensor fault still lacks corresponding attention. Otherwise, when the adaptive observer is used to estimate the fault information in the manipulator system, it is unsatisfactory for the conventional scheme to estimate the fault, whether it is a slow or fast time-varying fault, even the constant fault. Therefore, it is motivated to make improvements for the fault diagnosis scheme so that the adaptive observer can be applied to the fault diagnosis of manipulator system with sensor fault.

The main attributions of this paper can be summarized as follows. The constraint condition of the conventional adaptive observer is modified, which enriches the design method of the adaptive observer; by modifying the condition, the fault diagnosis scheme proposed has the great performance whatever the constant or time-varying sensor fault; based on the sensor fault estimation information, the active fault-tolerant controller is designed to realize the target that the trajectory of the fault system can track the desired trajectory. This controller is combined with the outstanding characteristics of the PD controller and the SMC technology via the back-stepping method.

The following contents are arranged as follows: In Chapter 2, the establishment of the state-space model of the manipulator sensor fault system is introduced and the main problem is described; the adaptive observer-based FD scheme is proposed to obtain the sensor fault information in Chapter 3; the fault-tolerant controller is designed with the fault information to track the desired trajectory in Chapter 4; Simulation results are given to verify the feasibility of the scheme and design in Chapter 5.

### 2. Model Establishment

When a sensor fault occurs, the dynamic model of the manipulator sensor fault system can be described as follows:

\[
\begin{align*}
\dot{q} & = q + E_s f_s, \\
\dot{q} & = q + E_s f_s, \\
\end{align*}
\]

where \( q \), \( \dot{q} \), and \( \ddot{q} \) represent the angle, angular velocity, and angular acceleration, respectively, \( \tau \in \mathbb{R}^n \) is the control input, \( M(q) \) is the inertia matrix, \( C(q, \dot{q}) \dot{q} \) denotes the torques of the centripetal and Coriolis, and \( g(q) \) denotes the gravitational torques. \( q_{\text{out}} \) is defined as the output with the sensor fault information. \( f_s \in \mathbb{R}^p \) is the sensor fault.

And the norm of the sensor fault is satisfied \( \| f_s \| \leq f_{s, \text{max}} \) and \( \| f_s \| \leq \alpha_s \leq \infty \), and its distribution matrix is denoted as \( E_s \in \mathbb{R}^{n \times p} \). \( d(t) \) is the disturbance, and \( D_\delta \in \mathbb{R}^{p \times p} \) denotes the disturbance distribution matrix.

In order to use the estimation information of the fault, the manipulator dynamic model will be transformed into the state-space model. Define the vector \( x_t(t) = \begin{bmatrix} x_1(t) \\ x_2(t) \end{bmatrix} \in \mathbb{R}^{2n} \), \( u(t) = \tau \in \mathbb{R}^n \), and \( y(t) \in \mathbb{R}^{2n} \), then the dynamic model of the manipulator sensor fault system (1) can be transformed into the state-space model [28]:

\[
\begin{align*}
\dot{x}(t) & = Ax(t) + B(x(t), u(t)) + F(x(t)) + D(x(t)), \\
y(t) & = Cx(t) + E f_s, \\
\end{align*}
\]

where \( A = \begin{bmatrix} 0_n & I_n \\ 0_n & 0_n \end{bmatrix}, B(x(t), u(t)) = \begin{bmatrix} 0_n \\ M(x_1) \end{bmatrix} u(t), \)

\[
D(x(t), d) = \begin{cases} 0_n, & F(x(t)) = \begin{bmatrix} 0_n \\ M(x_1)^{-1} \{M(x_1)^{-1} [ -C(x_1, x_2) g(x_1) ] \} E = \begin{bmatrix} E_s \\ 0_n \end{bmatrix}, & C = \begin{bmatrix} I_{2n} \end{bmatrix}. 
\end{cases}
\]

For the convenience, it is necessary to introduce a new filter state to transform the fault diagnosis of the sensor fault to the fault diagnosis of the actuator fault. Here, the reconstruction variable is chosen as [18, 19, 23]

\[
x_r(t) = -A x_r(t) + A_2 y(t),
\]

where \(-A_2\) is a Hurwitz matrix, and the new variable denotes as \( \xi(t) = \begin{bmatrix} x(t) \\ x_r(t) \end{bmatrix} \in \mathbb{R}^{4n}. \) Considering (2) and (3), the manipulator sensor fault augment system can be obtained as follows:

\[
\begin{align*}
\dot{\xi}(t) & = \overline{A} \xi(t) + \overline{B}(\xi(t), u(t)) + \overline{F}(\xi(t)) + \overline{D}(\xi(t), d) \\
& + \overline{E} f_s(t), \\
\overline{y}(t) & = \overline{C} \xi(t),
\end{align*}
\]

where \( \overline{A} = \begin{bmatrix} I_n & 0_n \\ A_nC & -A_n \end{bmatrix}, \overline{B}(\xi(t), u) = \begin{bmatrix} B(x(t), u(t)) \\ 0_{2n} \end{bmatrix}, \)

\[
\overline{D}(\xi(t), d) = \begin{cases} 0_{2n}, & \overline{F}(\xi(t)) = \begin{bmatrix} F(x(t)) \\ 0_{2n} \end{bmatrix}, \overline{C} = \begin{bmatrix} 0_{2n} & I_{2n} \end{bmatrix}, \overline{E} = \begin{bmatrix} 0_{2n} \\ A_n E_s \end{bmatrix}. 
\end{cases}
\]

Now, the sensor fault can be treated as the actuator fault in the augmented system, and the objective is to design an adaptive observer to obtain the fault estimation information.
3. Adaptive Observer-Based Fault Diagnosis Scheme

The adaptive observer is designed as follows:

\[
\begin{align*}
\hat{\xi}(t) &= \hat{\xi}(t) + B(\hat{\xi}(t), u) + F(\hat{\xi}(t)) + \hat{f}_s(t) + L(\hat{y}(t) - \bar{y}(t)), \\
\hat{y}(t) &= C\hat{x}(t),
\end{align*}
\]

where \(\hat{\xi}(t) \in R^{n_\xi}\) represents the estimation of the augmented state vector, \(\hat{y}(t)\) is the estimation of the augmented output vector, \(\hat{f}_s(t)\) is the estimation of the sensor fault, and \(L \in R^{n_\xi \times n}\) is the gain matrix of the observer.

Considering (4) and (5), defining the state error vector as \(e_x(t) = \hat{x}(t) - \bar{x}(t)\) , the system residual can be obtained as \(e_x(t) = \bar{C}(x(t) - \bar{x}(t)) = \bar{C}e_x(t)\). The sensor fault estimation error is denoted as \(e_s(t) = f_s(t) - \hat{f}_s(t)\). Then, the state error dynamic system can be written as follows:

\[
\begin{align*}
\dot{e}_x(t) &= \bar{A}e_x(t) + \bar{B}(x(t), u) + \bar{F}(\bar{x}(t)) + \hat{f}_s(t) + \bar{D}(\bar{y}(t) - \bar{\bar{y}}(t)) - L\bar{\bar{y}}(t) \\
&\quad + \bar{D}f_s(t) - L(\bar{C}e_x(t) - \bar{C}e_x(t)) - \bar{F}(\bar{x}(t)) + \bar{D}(\bar{x}(t), d) + \bar{E}e_x(t). \\
\end{align*}
\]

Before introducing the main process of the FD scheme proposed in this paper, some significant lemma and assumptions are given as follows:

**Lemma 1** [19, 29]. There exists a scale \(\mu > 0\) making the inequality (7) be satisfied:

\[
2a^Tb \leq \frac{1}{\mu} d^Ta + \mu b^Tb, \quad a, b \in R^n. \tag{7}
\]

**Assumption 1.** It is assumed that for the manipulator sensor fault augmented system, the Lipschitz condition is satisfied. There exist the Lipschitz constants \(\gamma_1\) and \(\gamma_2\) making the inequality be satisfied:

\[
\|B(\bar{x}(t), u) - \bar{B}(\bar{x}(t), u)\| \leq \gamma_1\|\bar{x}(t) - \bar{\bar{x}}(t)\|, \\
\|F(\bar{x}(t)) - \bar{F}(\bar{x}(t))\| \leq \gamma_2\|\bar{x}(t) - \bar{\bar{x}}(t)\|. \tag{8}
\]

**Assumption 2.** For the disturbance, the inequality \(\|D(\bar{x}(t), d)\| \leq \bar{d}\|d(t)\|\) holds and \(\bar{d} > 0\).

**Theorem 1.** For the manipulator augment system, the above assumption holds. Given the scalars \(M_x, M_s, M_d, \) and \(\rho\), there exist a positive definite symmetric matrix \(P \in R^{n_\xi \times n_\xi}\) and matrices \(L \in R^{n_\xi \times n}\) and \(R \in R^{n_\xi \times n}\) making the following conditions be satisfied:

\[
\begin{align*}
\begin{cases}
\int e_x(t)^TM_xe_x(t)dt - \rho \int e_x(t)^TM_xe_x(t)dt \\
- \rho \int d(t)^TM_yd(t)dt \leq 0,
\end{cases}
\end{align*}
\]

\[
\begin{align*}
\Pi &= \begin{bmatrix}
\Pi_{11} & \Pi_{12} & \Pi_{13} \\
\Pi_{12} & \Pi_{22} & 0 \\
\Pi_{13} & 0 & \Pi_{33}
\end{bmatrix} < 0,
\end{align*}
\]

where \(\Pi_{11} = \bar{A}^TP + P\bar{A} - \bar{C}^TY^T - Y\bar{C} + 2YP + M_x, \quad \Pi_{12} = P\bar{F} - \bar{C}\bar{R}\bar{F}_1, \quad \Pi_{13} = P\bar{d}, \quad \Pi_{22} = (1/\mu) - \rho M_s, \quad \Pi_{33} = -\rho M_d, \) and \(Y = PL\), and * denotes the symmetric elements in a symmetric matrix. The fault adaptive tuning rule

\[
\hat{\dot{f}}_s(t) = \Gamma_s^* R_s e_s(t), \tag{11}
\]

can realize that the \(e_x(t)\) and \(e_s(t)\) is uniformly ultimately bounded. \(\Gamma_s^* \in R^{n_\xi \times p}\) is a prespecified matrix denoting the tuning rate, and \(R_s\) is the gain matrix to be designed.

**Remark 1.** As is known to all, the constraint conditions in the theorem of the FD scheme based on the adaptive observer are usually formed as follows:

\[
(\bar{A} - L\bar{C})^TP + P(\bar{A} - L\bar{C}) < 0, \tag{12}
\]

\[
\bar{E}^TP = R_s\bar{C}. \tag{13}
\]

The fault adaptive tuning rule is shown as \(\hat{\dot{f}}_s(t) = \Gamma_s^* R_s e_s(t)\). The matrices \(P, L, R_s, \) and \(\Gamma_s\) are defined as in Theorem 1. Its proof can be referred to [30] and is omitted here.

This conventional design of the above scheme is effective for various linear and nonlinear systems. However, when this scheme is used to estimate the sensor fault for the manipulator system, there are some issues to be considered: (1) because of the specific structure of the output matrix chosen in the augment system, it is easy to cause singularity when solving the positive definite symmetric matrix by LMI; (2) although it can diagnose the constant fault for various linear and nonlinear systems, it is unsatisfactory for the manipulator system of the time-varying fault, whether it is slow or fast varying, and even the constant fault.

**Proof.** Taking the Lyapunov function \(V(t) = e_x^TPe_x(t) + e_s^TPe_s(t) + e_x^T(t)\Gamma_s^{-1}e_x(t) + e_s^T(t)\Gamma_s^{-1}e_s(t)\) into consideration, its first derivative with respect to time from (6) is formulated as follows:

\[
\dot{V}(t) = e_x^T(t)P_{ex}(t) + e_s^T(t)P_{es}(t) + e_x^T(t)\Gamma_s^{-1}e_x(t) + e_s^T(t)\Gamma_s^{-1}e_s(t)
\]

\[
= \left[\begin{array}{c}
(\bar{A} - L\bar{C})e_x(t) + \bar{B}(\bar{x}(t), u) - \bar{B}(\bar{x}(t), u) + \bar{F}(\bar{x}(t)) - \bar{F}(\bar{x}(t)) + \bar{D}(\bar{x}(t) - \bar{\bar{x}}(t)) + \bar{E}e_x(t)
\end{array}\right]^TP_{ex}(t)
\]

\[
+ e_x^T(t)P\left[\begin{array}{c}
(\bar{A} - L\bar{C})e_x(t) + \bar{B}(\bar{x}(t), u) - \bar{B}(\bar{x}(t), u) + \bar{F}(\bar{x}(t)) - \bar{F}(\bar{x}(t)) + \bar{D}(\bar{x}(t) - \bar{\bar{x}}(t)) + \bar{E}e_x(t)
\end{array}\right]
\]

\[
+ 2e_x^T(t)\Gamma_s^{-1}e_x(t).
\]
According to Assumption 1, it can be obtained that
\[
\dot{V}(t) \leq e_t^T(t) [(\mathbf{A} - \mathbf{L}\mathbf{C})^T \mathbf{P} + \mathbf{P} (\mathbf{A} - \mathbf{L}\mathbf{C}) + 2\gamma \mathbf{P}] e_x(t) + 2e_t^T(t) \mathbf{P}\mathbf{E}_{\gamma e}(t) + 2e_t^T(t) \mathbf{P}\mathbf{D}(x(t), d) + 2e_t^T(t) \mathbf{G}^T \mathbf{\Gamma}_s \mathbf{Y}^T \mathbf{\Gamma}_s \mathbf{f}_s(t).
\]

(15)

According to Lemma 1, it can be shown that
\[
e_t^T(t) \mathbf{\Gamma}_s^{-1} \mathbf{f}_s(t) \leq \frac{1}{\mu} e_t^T(t) e_x(t) - \frac{1}{\mu} e_t^T(t) e_x(t) + \delta_v,
\]

(16)

where \( \delta_v = \mu \alpha^2 \lambda_{\max} (\Gamma_s^{-1} \Gamma_s^{-1}) \). And then equation (13) can be further written as follows:
\[
\dot{V}(t) \leq e_t^T(t) Q e_x(t) + 2e_t^T(t) \mathbf{P}\mathbf{E}_{\gamma e}(t) + 2d\dot{d}(t) \mathbf{P} e_x(t) + \frac{1}{\mu} e_t^T(t) e_x(t).
\]

(17)

where \( Q = (\mathbf{A} - \mathbf{L}\mathbf{C})^T \mathbf{P} + \mathbf{P} (\mathbf{A} - \mathbf{L}\mathbf{C}) + 2\gamma \mathbf{P} \). According to (9), the first derivative of \( V(t) \) can be written as follows:
\[
\dot{V}(t) \leq e_t^T(t) Q e_x(t) + 2e_t^T(t) \mathbf{P}\mathbf{E}_{\gamma e}(t) + 2\dot{d}(t) \mathbf{P} e_x(t) + \frac{1}{\mu} e_t^T(t) e_x(t) - 2e_t^T(t) \mathbf{P}\mathbf{E}_{\gamma e}(t) + \delta_v.
\]

(18)

Define
\[
H(t) = \dot{V}(t) + e_t^T(t) M_x e_x(t) - \rho e_t^T(t) M_x e_x(t) - \rho d\dot{d}(t) M_x d(t).
\]

Then, it can be obtained that
\[
\dot{H}(t) \leq e_t^T(t) Q e_x(t) + e_t^T(t) M_x e_x(t) + 2e_t^T(t) \mathbf{P}\mathbf{E}_{\gamma e}(t) + 2e_t^T(t) \mathbf{P}\mathbf{E}_{\gamma e}(t) + e_t^T(t) \mathbf{P}\mathbf{E}_{\gamma e}(t) + e_t^T(t) \mathbf{P}\mathbf{E}_{\gamma e}(t) + 2e_t^T(t) \mathbf{P}\mathbf{D}(x(t), d) + 2e_t^T(t) \mathbf{G}^T \mathbf{\Gamma}_s \mathbf{Y}^T \mathbf{\Gamma}_s \mathbf{f}_s(t).
\]

(19)

\[
\dot{H}(t) \leq e_t^T(t) (Q + M_x) e_x(t) + 2\dot{e}_t(t) \mathbf{P} e_x(t) + 2\dot{e}_t(t) \mathbf{P} e_x(t) + 2d\dot{d}(t) \mathbf{P} e_x(t) + 2\dot{d}(t) \mathbf{P} e_x(t) + 2e_t^T(t) \mathbf{P}\mathbf{D}(x(t), d) + 2e_t^T(t) \mathbf{G}^T \mathbf{\Gamma}_s \mathbf{Y}^T \mathbf{\Gamma}_s \mathbf{f}_s(t).
\]

(20)

Define a new state \( \Lambda = [e_t^T(t) \ e_t^T(t) \ d\dot{d}(t)]^T \), and from (9), it can be obtained that
\[
\dot{H}(t) \leq \Lambda^T \mathbf{P}\Lambda + \delta_v.
\]

(21)

It can be further obtained that
\[
H(t) \leq -\pi \|A\|^2 + \delta_v,
\]

where \( \pi = \lambda_{\min}(\mathbf{A}) \) and \( \delta_v = \delta_v \). When \( \pi \|A\|^2 > \delta_v \) holds, it can be obtained that
\[
\dot{V}(t) + e_t^T(t) M_x e_x(t) - \rho e_t^T(t) M_x e_x(t) - \rho d\dot{d}(t) M_x d(t) \leq 0.
\]

(23)

From (22) and (23), it can be indicated that under the Lyapunov stability theory, the new state \( \Lambda \) is uniformly bounded and converges to a small set \( \Psi = \{ \Lambda \|A\|^2 \leq \delta_v \} \), which means that the state error vector \( e_v(t) \) and the fault estimation error \( e_f(t) \) are bounded and convergent.

4. Fault-Tolerant Controller Design

In order to obtain a good control performance, PID, PI, and PD controllers have been used for many systems. In recent years, sliding mode control (SMC) also has very good control effect for nonlinear systems. This paper combines the excellent characteristics of the PD controller and the SMC via back-stepping method to design the fault-tolerant controller. Because of the fault information severed by FD, the active FTC will be considered for the better control performance [23, 24, 26].

When the sensor fault occurred in the manipulator system, the actual torque should be regarded as \( q(t) = q_{out}(t) - \text{\(E\_s\_f(t)\)} \) as shown in (1). Once the fault is estimated, the actual torque can be expressed as follows:
\[
q(t) = q_{out}(t) - \text{\(E\_s\_f(t)\)}.
\]

(24)

Setting the desired torque trajectory as \( q_d(t) \), then the tracking error can be obtained as
\[
e(t) = q(t) - q_d(t) = z_1(t).
\]

(25)

The accessory controller is chosen as
\[
\text{\(z\_1(t) = \dot{z}_1(t) + c_1 z_1(t),\)}
\]

(26)

where \( c_1 \in \mathbb{R}^{n_{out}} \) is accessory controller parameter, and the PD controller is shown as
\[
u_{PID} = K_p e_d + K_d d_e, \]

(27)

where \( K_p \in \mathbb{R}^{n_{out}} \) is proportional gain matrix and the differential gain matrix, respectively. Choose a sliding surface as
\[
s(t) = K_p e_d(t) + K_d d_e(t) + z_2(t).
\]

(28)

In order to shorten the reaching time and weaken the chattering phenomenon, the reaching law is chosen as the exponential type.
\[
\dot{s}(t) = -\beta s(t),
\]

(29)

where \( \alpha > 0 \) and \( \beta > 0 \) are symmetric matrices, and \( \beta \) should be much larger than \( \alpha \).
When it reaches to the sliding surface $\dot{s} = 0$, the tracking error $e_d \to 0$. The first derivative of the sliding surface (28) with respect to time is obtained as follows:

$$
\dot{s}(t) = K_p \dot{e}_d(t) + K_d \ddot{e}_d(t) + \dot{z}_2(t) = K_p \dot{z}_1(t) + K_d \ddot{z}_1(t) + \dot{z}_2(t)
$$

$$
= K_p (z_2(t) - c_1 z_1(t)) + K_d \ddot{z}_1(t) + \ddot{\hat{q}}(t) - \ddot{\hat{q}}_d(t) + c_1 \dot{\hat{z}}_1(t)
$$

$$
= K_p (z_2(t) - c_1 z_1(t)) + K_d [M(q(t))^{-1} (u(t) + D_d \dot{d}(t)) - \ddot{\hat{q}}_d(t) - M(q(t))^{-1} [C(q(t), \dot{q}(t))\dot{q}(t)
$$

$$
+ g(q(t))] + M(q(t))^{-1} (u(t) + D_d \dot{d}(t)) - \ddot{\hat{q}}_d(t) + c_1 \dot{\hat{z}}_1(t) - M(q(t))^{-1} [C(q(t), \dot{q}(t))\dot{q}(t) + g(q(t))].
$$
According to (29) and (30), the fault-tolerant controller is designed as

\[ u_c(t) = u_{eq}(t) + u_d(t) + u_s(t), \]  

\[ u_{eq}(t) = M(q(t))\left[-K_p(K_d + I)^{-1}(z_2(t) - c_1z_1(t)) + M(q(t))^{-1}(C(q(t), \dot{q}(t))\ddot{q}(t) + g(q(t))) + \ddot{q}_d(t) - (K_d + I)^{-1}c_1\dot{z}_1(t) - h(K_d + I)^{-1}s(t)\right], \]

(32)

where

\[ \text{Figure 3: Fast time-varying fault and its estimation.} \]

\[ \text{Figure 4: Desired trajectory and trajectory of joint 1.} \]
where \( h \in R^{n \times n} \) is an auxiliary parameter, and \( I \in R^{n \times n} \) is the unit matrix. The disturbance compensation controller is designed as
\[
\dot{u}_d(t) = -D_d \dot{d}(t) \text{sign}(s(t)),
\] (33)
and, the reaching law controller is
\[
\dot{u}_s(t) = -M(q(t)) (K_d + I)^{-1} (\text{sign}(s(t)) + \beta s(t)).
\] (34)

**Proof.** Taking the Lyapunov function \( V_c(t) = (1/2)s^T(t) s(t) + (1/2)z_1(t)z_1(t) \) into consideration, its first derivative with respect to time is obtained as follows:
\[
\dot{V}_c(t) = s^T(t) \dot{s}(t) + z_1^T(t) \dot{z}_1(t)
= z_1^T(t)z_2(t) - z_1^T(t)c_1z_1(t) + s^T(t)s(t).
\] (35)

By substituting (30) into equation (35), it can be obtained that
\[
\dot{V}_c(t) = z_1^T(t)z_2(t) - z_1^T(t)c_1z_1(t) + s^T(t)s(t) + [K_p(z_2(t) - c_1z_1(t))]^T \dot{u}_d(t) + D_d \dot{d}(t) + M(q(t))^{-1} [C(q(t), \dot{q}(t)) + g(q(t))] - \dot{\tilde{q}}_d(t)
- M(q(t))^{-1} [C(q(t), \dot{q}(t))\dot{q}(t) + g(q(t))]
+ M(q(t))^{-1} (u(t) + D_d \dot{d}(t)) - \dot{\tilde{q}}_d(t) + c_1 \dot{z}_1(t).
\] (36)

Substituting (31) into (36), it can be obtained that
\[
\dot{V}_c(t) = z_1^T(t)z_2(t) - z_1^T(t)c_1z_1(t) + s^T(t)K_p(z_2(t) - c_1z_1(t))
- c_1 \dot{z}_1(t) + K_d (M(q(t))^{-1} (u_{eq}(t) + \dot{u}_d(t) + u_s(t) + D_d \dot{d}(t)) - M(q(t))^{-1}
\cdot [C(q(t), \dot{q}(t))\dot{q}(t) + g(q(t))] - \dot{\tilde{q}}_d(t)
+ M(q(t))^{-1} (u(t) + D_d \dot{d}(t)) - M(q(t))^{-1}
\cdot [C(q(t), \dot{q}(t))\dot{q}(t) + g(q(t))] - \dot{\tilde{q}}_d(t) + c_1 \dot{z}_1(t).
\] (37)

Then it can be further formulated that
\[
\dot{V}_c(t) = z_1^T(t)z_2(t) - z_1^T(t)c_1z_1(t) + s^T(t)s(t)
- \alpha s^T(t)\text{sign}(s(t)) - \beta \dot{s}^T(t)s(t)
= -Z^T(t)\Phi Z(t) - \alpha \|s^T(t)\| - \beta \|\dot{s}^T(t)s(t)\|
= -\Phi \|Z^T(t)Z(t)\| - \alpha \|s^T(t)\| - \beta \|\dot{s}^T(t)s(t)\|,
\] (38)

where the state vector \( Z(t) = [z_1^T(t) z_2^T(t)]^T \), \( \Phi = \begin{bmatrix} \Phi_{11} & \Phi_{12} \\ \Phi_{21} & \Phi_{22} \end{bmatrix} \), and \( \beta = \lambda_{\min}(\Phi) \) represents the minimum eigenvalue of \( \Phi \). And \( \Phi_{11}, \Phi_{12}, \Phi_{21}, \text{ and } \Phi_{22} \) can be given as follows: \( \Phi_{11} = c_1 + K_d^2 hK_d - K_d^2 hK_d c_1 - c_1^2 K_d hK_d + c_1^2 K_d hK_d h - (1/2)I \), and \( \Phi_{22} = h + hK_d + K_d^2 h + K_d^2 hK_d - c_1^2 K_d h \).

The inequality \( \dot{V}_c(t) \leq 0 \) will be satisfied if and only if \( c_1, K_p, K_d, \) and \( h \) are selected to make \( \Phi > 0 \) be ensured.
appropriately, which means the tracking error is converged under the fault-tolerant controller.

5. Computer Simulation Results

In order to verify the effectiveness of the proposed fault diagnosis scheme and fault-tolerant control algorithm, a simulation experiment is carried out.

\[ M(q) = \begin{pmatrix} (m_1 + m_2)l_1^2 + m_2l_2^2 + 2m_2l_1l_2 \cos(q_2) & m_2(l_2^2 + l_1l_2 \cos(q_2)) \\ m_2(l_2^2 + l_1l_2 \cos(q_2)) & m_2l_2^2 \end{pmatrix}, \]

\[ C(q, \dot{q}) \dot{q} = \begin{pmatrix} -2m_2l_1l_2 \sin(q_2)\dot{q}_1 \dot{q}_2 - m_2l_1l_2 \sin(q_2)q_2^2 \\ m_2l_1l_2 \sin(q_2)q_2^2 \end{pmatrix}, \]

\[ g(q) = \begin{pmatrix} (m_1 + m_2)l_1g \cos(q_1) + m_2l_2g \cos(q_1 + q_2) \\ m_2l_2g \cos(q_1 + q_2) \end{pmatrix}. \]

where \( l_1 = 1 \) m, \( l_2 = 0.8 \) m, and \( m_1 = m_2 = 1 \) kg. The fault distribution matrix and the disturbance distribution matrix are \( E_s = \begin{bmatrix} 1 \\ 1 \end{bmatrix} \) and \( D_d = \begin{bmatrix} 1 \\ 1 \end{bmatrix} \), respectively. The scalars of the observer are given as \( M_\sigma = 1.5, M_\delta = 3.5, M_d = 5, \rho = 2.5, \) and \( \Gamma_\sigma = 15 \). Choosing \( \mu = 1 \), it can be obtained that

\[ L = \begin{bmatrix} 384.3025 & 291.3311 & 12.7349 & -14.9555 \\ 291.3013 & 384.3099 & -14.9555 & 12.7411 \\ 9.1632 & -5.9876 & 88.4862 & 0.2886 \\ -5.9876 & 9.1574 & 0.2893 & 88.4865 \\ 19.3345 & 3.6953 & 0.7730 & -0.8442 \\ 3.6919 & 19.3342 & -0.8439 & 0.7737 \\ 0.6257 & 0.2252 & 15.2663 & 0.0862 \\ 0.2254 & 0.6249 & 0.0862 & 15.2663 \end{bmatrix}, \]

\[ R_s = \begin{bmatrix} 122.9099 & 122.9099 & -0.2485 & -0.2485 \end{bmatrix}. \]

The FD scheme will be experimented in three cases with different fault types. Case 1 is a constant fault, and the fault occurs between 30 s and 60 s; Case 2 is a sinusoidal slow time-varying fault when the time interval is from 26 s to 73 s; on the contrary, Case 3 is selected as the fast time-varying fault in 20 s to 80 s. The details are shown as follows.

Case 1: constant fault \( f_s(t) = \begin{cases} 2.7, & t \in [30, 60], \\ 0, & \text{else}, \end{cases} \)

Case 2: slow time-varying fault \( f_s(t) = \begin{cases} 1.3 \sin(0.3t), & t \in [21, 63], \\ 0, & \text{else}, \end{cases} \)

Case 3: fast time-varying fault \( f_s(t) = \begin{cases} 0.4(t - 20), & t \in [20, 50], \\ 24 - 0.4(t - 20), & t \in [50, 80], \\ 0, & \text{else}, \end{cases} \)

As shown in the figures, the fault estimation 1 is the estimation of the sensor fault by the scheme proposed in this paper, and the fault estimation 2 is estimated by the conventional scheme. Figure 1 gives the estimation of the constant fault. It can be observed that the response speed is very fast, and the fault value can be accurately estimated. In addition, the advantage of the fast response is also reflected in the Case 2 and 3 shown in Figure 2 and Figure 3, respectively. In Figure 2, it can be found that although the fault changes with time, the observer can estimate the fault information accurately. Figure 3 depicts the fast time-varying fault and its estimation, and its accuracy is as good as Case 1 and Case 2. But, the conventional scheme can not meet the accuracy and speed requirements.

5.2. The Simulation for FTC. Take the Case 3 as the example to verify the effect of the active fault-tolerant controller designed, and the desired trajectory is specifically set to

\[ q_d(t) = \begin{bmatrix} 5.4 \sin(0.3t) \\ 3.6 \sin(0.2t) \end{bmatrix}. \]

The parameters designed are as given follows: \( c_1 = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, h = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, K_p = \begin{bmatrix} 100 & 0 \\ 0 & 100 \end{bmatrix}, \)

\( K_d = \begin{bmatrix} 2 & 0 \\ 0 & 2 \end{bmatrix}, \alpha = \begin{bmatrix} 5 & 0 \\ 0 & 5 \end{bmatrix}, \) and \( \beta = \begin{bmatrix} 20 & 0 \\ 0 & 25 \end{bmatrix}. \)

From Figures 4 and 5, the each joint trajectory can follow the desired trajectory well with the fault-tolerant
controller, and the influence of the sensor fault can be eliminated, which means that the fault-tolerant controller designed here makes sense for the manipulator sensor fault system.

6. Conclusions

In this paper, the integrated fault diagnosis and fault-tolerant control scheme is proposed for the sensor fault in the manipulator system. By modifying the existing condition of the adaptive observer, any constant fault or time-varying fault can be estimated by the fault diagnosis scheme based on the adaptive observer rapidly and accurately, and the designed parameters can be solved by the LMI. In addition, the designed fault-tolerant controller combines the excellent characteristics of the PD controller and the sliding mode controller via the back-stepping method, performing a good effect when the sensor occurs in the manipulator system. The validity of the scheme and design is verified by the simulation experiments on a manipulator model. For the further research, the fault diagnosis and fault-tolerant control scheme would be designed when a fault occurs considering time-delay or uncertainty in the manipulator system. At this point, not only the impact of the fault to be considered but also the time-delay or the uncertain disturbance will be taken into consideration to ensure the stability of the system performance, which will be challenging but more practical.
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