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An application of model-based coordinated control concept for improving the performance and maneuverability of once-through power plants is presented. In this structure, neuro-fuzzy-based Hammerstein models are employed as the core of feedforward (FF) controller to generate the reference trajectories for the plant’s subsystems. These points for fuel, electrical power, and steam pressure are provided by FF controller with respect to load demands. In order to diminish the effect of disturbances and to compensate deviations between variables and corresponding feedforward setpoints, feedback controllers are considered. The error signal defined by the deviation of desired boiler output pressure from its actual value is used to compensate the demand signals for turbine and boiler. The performance of the proposed control system is compared with that of a conventional turbine-follower and also turbine-follower coordinated control modes during load changes. The results indicate the effectiveness and load tracking capability of the proposed control system at different operating conditions.

1. Introduction

Current requirements on safe and economic power generation with higher level of efficiency cause that modernization of aged thermal power plants becomes extremely in consideration. Emerging new technologies in computer science has attained a great attention in employing model-based strategies in process control system such that different classes of computer control algorithms have been developed in this regard [1, 2].

The aging effects on thermal power plants could decline the availability and performance of overall system, where increasing the sensitivity and nonlinearities of plant makes the control system design much difficult [3]. Minimizing the boiler and turbine losses during transients, reducing thermal stress, and attaining smooth and stable control actions are the other requirements that have to be attained in order to increase the maneuverability and the economic operation of power plant [4].

The high interacted structure, nonlinear behavior, and exposing to great continuous disturbances will cause that the feedback control could not sustain the plant stability and performance for wide-range operation. In this case, a combination of feedback and feedforward should be used to achieve entire objectives. The successful implementations of feedback-feedforward strategy for wide-range load control of fossil fuel power plant have been reported [5, 6].

Developing a nonlinear controller directly based on the system nonlinear model is a technique used to deal with nonlinearity of boiler-turbine, which is generally applied by feedback linearization approaches [7, 8]. One of the difficulties of such methods is that a nonlinear mathematical model of plant is always required to be developed, where irreputably a trial and error procedure should be preformed to define its parameters with respect to boundaries, inputs, and outputs [9, 10].

Robust techniques are usually better alternatives in order to compensate the system dynamic variations [6]. However, only limited benefits would be obtained by these techniques, and a proper degree of flexibility and maneuverability cannot be easily achieved. A main concern in this regard is that
the feedforward controller cannot be designed independently from the feedback-loop spectral characteristics [8, 11].

There are many other control methods such as adaptive control or gain-scheduling control that are used to deal with the nonlinearity of a power plant. Adaptive techniques are generally required to update the control parameters in sequences of time, which can make them rather complex. However, the changes of dynamic behaviors are very slow, and it is not necessary for the control parameters to be identified frequently. In this scene, gain-scheduling controllers have a greater capability [12, 13]. A major drawback of this approach is the selection of the scheduling procedure changing the control gains with respect to scheduling variables. Defining control laws is normally preformed in an offline process and for different operating conditions. In this case, unexpected changes in the dynamics of plant may lead to deterioration of performance or even to total failure [14]. As a result, the robustness of controller is an essential requirement, which should be considered to provide safe control of system at different operating conditions [15]. It is shown that the fuzzy supervisory can provide stable and bump less switching under gain scheduling to ensure the dynamic performance of systems [16].

Employing the concept of inverse dynamic model in order to derive feedforward action could significantly improve the performance of a control system. This can be adopted by learning the behavior of system based on measured or known desired output trajectories [17]. This concept is employed in new generation of coordinated control system to generate reference trajectories for subsystems. The unit load control, at the uppermost hierarchical level, is responsible for driving setpoints for main control loops of power and steam pressure to match the boiler and turbine demands [4, 5]. Tackling on the slow dynamic of combustion process, particularly in coal-fired power plants, is the greatest challenge in output pressure control, where linear or nonlinear mapping functions are employed in feedforward path to deal with this problem. The major problem of this method is that the essential parameters such as time delay should be exactly defined for model-based controllers; accordingly unless controllers retaining, any mismatches between the parameters of system may cause that the overall system becomes unstable [4]. In addition, due to physical limitation, using polynomial nonlinear maps may lead to unwanted oscillation by changing the operating conditions. Using nonlinear approximation functions such as neuro-fuzzy-based Hammerstein models can be an appropriate alternative. Hammerstein model is a block-oriented nonlinear model, which is able to incorporate the different dynamical behaviors of the system [18]. Many successful applications of fuzzy Hammerstein (FHS) have been reported for modeling the nonlinear behaviors of industrial processes [18, 19].

This paper focuses on the utilization of feedback-feedforward coordinated control concept for improving the performance and maneuverability of a once-through power plant during load swings. In the proposed control system, neuro-fuzzy-based Hammerstein models are employed as the core of feedforward controller to generate the setpoint trajectories for the fuel, steam pressure and electrical power. Input-output experimental data taken from real system responses over entire operating ranges is the basis for training the models. A genetic algorithm- (GA-) based fuzzy c-means (FCM) clustering method is employed for partitioning the entire operation range to smaller subregions and defining the structure of fuzzy models. By capturing the optimum parameters for membership functions, a least squares estimation technique is used to find the parameters of consequents with respect to steady-state data. Then, the parameters of the linear part can be obtained using a recursive least squares algorithm to fit the model responses on transient data. The developed models are used as the trajectory planner for the unit’s subsystems. To diminish the effect of disturbances and to compensate deviations between variables and corresponding feedforward setpoints, feedback loops are considered. The performance of proposed control system is compared with the conventional turbine-follower control system installed on the real plant and also a modern turbine-follower coordinated control system in order to show the effectiveness and feasibility of the proposed control system.

So far, there are no reports on application of fuzzy Hammerstein models for trajectory planning in thermal power plants. In this work, the performance of the proposed approach has been evaluated for increasing the maneuverability of power plants during load changes.

This paper is organized as follows. In the next section, a general explanation of coordinated control structure is presented. The structure of fuzzy Hammerstein models is presented in Section 3. In Section 4, the training algorithms for identification of the linear and nonlinear parts of fuzzy Hammerstein are presented. In Section 5, the structure of feedback controllers and in Section 6, simulation experiments and control system design are presented. The control system tuning and comparison between the performances of proposed control system and the performances of other control systems are presented in Section 7. Finally, conclusion and some comments are provided in Section 8.

2. Unit Load Control Scheme

The concept of coordinated control is originated to keep the turbine and boiler operations together by providing a common demand signal. Removing any feedback from generated power on the boiler demands is a new idea adopted in new generation of coordinated control system. It is performed to prevent the rapid fluctuations in calorific value of the blast-furnace gas in the course of emerging electrical output disturbances [4]. The structure of coordinated control system is presented in Figure 1, where the dominant behavior of unit is governed by actuating elements (turbine valves and fuel supply) influenced simultaneously by load and pressure. The turbine master control regulates the turbine inlet pressure with respect to a predetermined value, where the electrical output is fed back on control valves. This is while the boiler control matching the boiler output pressure with the turbine demand. The setpoint signals for load demand and boiler fuel are trimmed by error signal defined as the difference between steam pressure at the boiler header and
its corresponding feedforward setpoint. This signal is also directly sent to the feedwater control system in order to compensate output pressure deviations. This configuration is completely decomposing the overall system to two separate subsystems [20, 21].

In addition, the boiler control system is presented in Figure 2. As it is shown, the correction controller compensates the fuel setpoint for the boiler. The required volume of feedwater is defined with respect to fuel flow references by using a feedforward model-based controller. The error signal from the evaporated steam temperature is also used as a correction signal in order to generate the steam flow rate reference.

A 440 MW power generating unit, with a subcritical once-through Benson type boiler, is considered in this study. The nominal steam mass rate of the boiler is about 390 kg/s (1405 ton/h), where the main superheated steam temperature is 535°C and the output steam pressure at full-load conditions is 18.6 MPa. In the next section, the proposed coordinated control system would be designed and applied to the accurate nonlinear models of this unit. The performances of the overall unit would be investigated as a new control system applied.

3. The Structure of Fuzzy Hammerstein Model

Improving the stability and performance of entire unit as well as smooth operation during load swings can be achieved through the reference trajectory planning. It is expected that the feedforward controller determines setpoints for the
fuel, steam pressure, and electrical power with respect to the desired unit load defined by operator or dispatcher. In this paper, a fuzzy Hammerstein structure is employed to develop the unit load models, which are used as the core of feedforward controllers. The structure of fuzzy Hammerstein (FHS) model is presented in Figure 3. A Hammerstein model consists of a linear function, describing the system dynamics, and a nonlinear static function, \( N(\cdot) \), describing the steady-state relations, as given by

\[
y(k) = \sum_{i=1}^{n_u} a_i y(k-i) + \sum_{i=1}^{n_u} b_i u(k-i),
\]

where \( u(k) \) and \( y(k) \) represent the variables of process input and output at the \( k \)th sampling time, respectively, and \( v(k) \) is the corresponding unmeasurable internal variable. In addition, \( a_i \) (\( i = 1, 2, \ldots, n_u \)) and \( b_i \) (\( i = 1, 2, \ldots, n_u \)) are the parameters of the model, where \( n_u \) and \( n_v \) are integers related to the model order [18]. The parameters \( a \) and \( b \) define a linear time-invariant dynamic system represented by the following equations:

\[
y(t) = \frac{B(z^{-1})}{A(z^{-1})} u(t) + e(t),
\]

\[
A(z^{-1}) = 1 + a_1 z^{-1} + \cdots + a_n z^{-n_u},
\]

\[
B(z^{-1}) = 1 + b_1 z^{-1} + \cdots + b_n z^{-n_v}.
\]

It is noted that developing accurate steady-state models for the nonlinear element of a Hammerstein model can be fairly difficult. Due to physical limitations, using polynomial nonlinear maps may lead to unwanted oscillation. It is suggested that nonlinear approximation functions such as neural networks, fuzzy model, or a combination of the approaches (neuro-fuzzy) can be used in order to overcome this problem [22].

The nonlinearity of the process \( N(\cdot) \) was presented by the zero-order TSK (Takagi-Sugeno-Kang) type of fuzzy models [23]. A zero-order TSK fuzzy model can be expressed by a set of typical if-then rules as follows:

\[ R_i : \text{IF } u_1 \text{ is } \mu_{i,1}, \ldots, u_j \text{ is } \mu_{i,j} \text{ THEN } v_i = \psi_i, \]

where \( R_i \) is the \( i \)th fuzzy rule and \( \mu_{i,j} \) is a membership function associated with input variable \( u_j \). Also, \( \psi_i \) is the zero order polynomial coefficient. Here, \( j \) and \( i \) are the number indices for the inputs and MFs, respectively. The fulfillment degrees of fuzzy rules are calculated through a five-layer feedforward network structure [23]. The weighted sum average according to fuzzy rules \( R_i \) is obtained as follows:

\[
v = \sum_{i=1}^{N_c} v_i \bar{w}_i,
\]

where

\[
\bar{w}_i = \frac{\prod_{j=1}^{N} \mu_{i,j}^{\psi_j}}{\sum_{i=1}^{N_c} \prod_{j=1}^{N} \mu_{i,j}^{\psi_j}},
\]

in which \( N \) is the number of inputs to the fuzzy system and \( N_c \) is the number of fuzzy rules. The membership function \( \mu_{i,j} \) is considered to be Gaussian specified by the center \( \sigma \) and the spread \( \zeta \),

\[
\mu_{i,j} (u_i) = \exp \left( -\left( \frac{u_i - \xi_{i,j}}{\sigma_{i,j}} \right)^2 \right).
\]

Therefore, with respect to (1) to (7), the fuzzy Hammerstein model can be presented as follows [24]:

\[
y(k) = \sum_{i=1}^{n_u} a_i y(k-i) + \sum_{i=1}^{n_u} b_i \sum_{j=1}^{N_c} \psi_j^{k-i} \bar{w}_j,
\]

or

\[
y(k) = \sum_{i=1}^{n_u} a_i y(k-i) + \sum_{i=1}^{n_u} b_i \sum_{j=1}^{N_c} \psi_j^{k-i} \bar{w}_j.
\]

In (8), \( a_i \) and \( b_i \) are known as the linear parameters, where \( \psi_j \) is nonlinear parameter. If the gain of the linear part is considered to be equal to one, the steady-state behavior can be described by the nonlinear part [24]. The structure of the fuzzy Hammerstein model is presented in Figure 4. By considering \( b_j^T = b_j \psi_j \), we have

\[
\frac{b_j^T b_j}{b_i^T b_i} = 1 \quad \forall i, j, k, l \quad \text{or} \quad \frac{\psi_i \psi_j}{\psi_i^T \psi_j} = 1 \quad \forall i, j, k, l,
\]

which can transform the optimization problem to a constrained least squares estimation [24, 25].

In order to meet the requirement of generating stable and flat references trajectories, some assumptions are necessary to be considered. The function \( N(\cdot) \) should be nonidentically null and bounded output for any bounded input (BIBO),

\[
N(0) = 0,
\]

\[
|N(u)| < \infty, \quad \text{for any inputs.}
\]

The most important required assumption is that the linear part of the model be stable,

\[
\forall \omega \in \mathbb{R} : z = e^{-jT \omega}, \quad |z^{na} A(z^{-1})| < 1,
\]
where $T$ is the sampling time in discrete system. Including a delay in the real plant data can arise some difficulties by entering the time delay parameter in the model, which may cause unstable zeros and nonminimum phase dynamics to be appeared. In order to avoid such conditions, the time delay should be extracted from the model; therefore, the model becomes linear for the other parameters (Figure 4). In this case, a preprocessing is required to be performed on training data to remove the time delays.

It is also necessary for $A(z^{-1})$ and $B(z^{-1})$ to be coprime, which is guaranteed controllability of transfer function $B(z^{-1})/A(z^{-1})$. Furthermore, in order to prevent nonminimum phase behavior and have flat reference trajectories for fuel and generated power, the following condition is necessary:

$$
\forall \omega \in \mathbb{R} : z = e^{-jT\omega}, \quad |z^{-m} B(z^{-1})| < 1, \quad (14)
$$

which states that $B(z^{-1})$ should have no unstable zero.

4. The Training Algorithms

In many cases, the linear and non-linear parts of models should be trained simultaneously. The major problem comes from the fact that the internal sequence $v(t)$ is not measurable. Due to independency of nonlinear static part $N(\cdot)$ and linear dynamic element $H(z)$, if the nonlinearity of system is known, then the training process can be performed in two separated stages.

4.1. Identification of Nonlinear Part. Despite the structure of the linear part, the model's nonlinear part can be identified based on steady-state data [18]. The training procedure of nonlinear part of model consists of two phases. First, in order to capture the structure of fuzzy part and to adjust the parameters of the membership functions, a genetic algorithm- (GA-) based fuzzy c-means (FCM) clustering method was employed. The FCM was originally presented by Dunn [26], in which the input data space is partitioning into $c$ predefined subsets through optimizing an objective function [27]. With respect to the similarity/dissimilarity of each cluster members, the dataset partitioning into clusters is preformed [27, 28].

An unlabeled dataset $X = \{x_1, \ldots, x_n\} \subset \mathbb{R}^3$ can be partitioned into the given $c$ subsets represented as fuzzy sets $F = \{F_1, \ldots, F_c\}$ with cluster centroids vector $Z = \{\xi_1, \ldots, \xi_c\} \subset \mathbb{R}^3$. The similarity/dissimilarity of each cluster members is generally defined by the distance of data points from cluster centers. By defining the distance function $D(\xi^t, x^i)$ as the Euclidean norm between $x^t$ and $x^i$, we have

$$
D_{ij}^2 = \|x_j - \xi_i\|^2 = (x_j - \xi_i)^T (x_j - \xi_i). \quad (15)
$$

To find the best possible solution, the following c-means objective function has to be minimized:

$$
\text{minimize } J_m(Q,Z) = \sum_{i=1}^{c} \sum_{j=1}^{n} (q_{ij})^m D_{ij}^2, \quad (16)
$$

where $Q = [q_{ij}]_{c \times n}$ and $q_{ij}$ are the membership degree of the $j$th data point in the $i$th cluster. The weighting exponent $m$ ($1 \leq m < \infty$) determines the degree of fuzziness for each datum membership. The membership matrix can be calculated by the following equation:

$$
q_{ij} = \left( \sum_{k=1}^{c} \left( \frac{D_{ij}}{D_{jk}} \right)^{2/(m-1)} \right)^{-1}, \quad 1 \leq i \leq c, \quad 1 \leq j \leq n. \quad (17)
$$

An optimization approach-based genetic algorithm (GA) was proposed by Chaibakhsh to solve the nonlinear optimization problem by minimizing the objective function $J_m$ [29]. The best possible cluster centers, $\{\xi_i\}$, can be captured with respect to the following constraints on the membership values:

$$
\forall j = 1, \ldots, n, \quad \forall i = 1, \ldots, c, \quad \sum_{i=1}^{c} q_{ij} = 1, \quad 0 \leq q_{ij} \leq 1. \quad (18)
$$

GAs are capable to discover global optimum by searching through wider solution spaces. The resistant to be trapped in local optimum points and the robustness in objective function evaluation are the other advantages of GAs. In the developed codes, the optimization problem is solved with respect to constraints, in which a simple Picard iteration algorithm was replaced by GA. The default optimization parameters for GA are presented in Table 1. More details about the developed codes for GA-based fuzzy clustering are presented in [29].
The whole operating range can be divided to smaller regimes using clustering method. It is noted that the number of fuzzy rules is equal to the number of cluster centers. Thus, it is necessary to define the number of cluster centers to achieve an acceptable degree of accuracy. It is recommended that the number of cluster centers is chosen to be four to divide the operating range into four subregions [29].

By defining the structure of the consequent, in the second stage, the parameters of fuzzy rules can be adjusted using least squares estimation (LSE) technique. By considering \( \Psi = [\psi_1 \; \psi_2 \; \ldots \; \psi_{N_c}]^T \) as the estimated model parameters and

\[
Y = [y(1) \; y(2) \; \ldots \; y(n)]^T_{n \times 1},
\]

\[
X = [[w_j]^T]_{n \times N_c},
\]

with respect to (11), by some simplifications, the linear equality constraints can be considered as

\[
Q \Psi = 0,
\]

where

\[
Q = \begin{bmatrix}
1 & 0 & -1 & 0 & \ldots & 0 \\
0 & 1 & 0 & -1 & \ldots & 0 \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots \\
0 & \ldots & 0 & 1 & 0 & -1
\end{bmatrix}.
\]

Therefore, the constrained least squares (CLSs) estimation problem can be captured by as follows [30]:

\[
\hat{\Psi} = (X^T X)^{-1} X^T Y, \\
\hat{\Psi}^e = \hat{\Psi} - (X^T X)^{-1} Q^T \left( Q \left( X^T X \right)^{-1} Q^T \right)^{-1} Q \hat{\Psi}.
\]

### 4.2. Identification of Linear Part

By adjusting the consequents’ parameters of fuzzy part, the parameters of linear part can be tuned based on transient data taken from a real system. With respect to Figure 4, the linear part of fuzzy Hammerstein models can be considered as a linear multi-input multioutput (MISO) system.

It is noted that the gain of the linear part has to be normalized and be equal to one [24].

\[
\sum_{i=1}^{n_b} b_i \left( 1 - \sum_{i=1}^{n_b} a_i \right) = 1.
\]

Therefore, we define the regressor vector \( \Phi \) as follows:

\[
\Phi_{k-1} = \left[ y(k-1), y(k-2), \ldots, y(k-n_b) \right],
\]

\[
\sum_{j=1}^{N_c} \psi_j^{k-1} \bar{w}_j^{k-1}, \sum_{j=1}^{N_c} \psi_j^{k-2} \bar{w}_j^{k-2}, \ldots, \sum_{j=1}^{N_c} \psi_j^{k-n_b} \bar{w}_j^{k-n_b}
\]

where \( N_c \) is equal to \( c \) (the number of cluster centers). Also, the parameter vector \( \Theta \) is as

\[
\Theta_k = [\tilde{a}_1 \; \tilde{a}_2 \; \ldots \; \tilde{a}_{n_a} \; \tilde{b}_1 \; \tilde{b}_2 \; \ldots \; \tilde{b}_{n_b}].
\]

The parameter vector \( \Theta \) can be estimated by recursive least squares algorithm with the exponential forgetting factor \( \lambda \) as follows:

\[
\hat{\Theta}_k = \hat{\Theta}_{k-1} + K_k E_k, \]

\[
E_k = (Y_d - \Phi_k^T \hat{\Theta}_{k-1}),
\]

\[
K_k = \lambda + \Phi_k^T P_{k-1} \Phi_k, \]

\[
P_k = \lambda^{-1} \left( I - K_k \Phi_k^T \right) P_{k-1},
\]

in which \( P \) and \( K \) are the covariance matrix and (so called) the Kalman gain matrix, respectively. Also, the forgetting factor \( \lambda \) is considered to be 0.9. By choosing a well-distributed sequence of data over the desired range, the linear part of fuzzy Hammerstein model can be obtained.

### 5. Feedback Controllers

In fact, there is no mathematical model that can exactly describe unit load dynamics, and therefore, there is always a mismatching (uncertainty) between generated setpoints by feedforward controller and system variables. Besides, serving disturbances from unknown sources is almost expected in such systems (fuel quality, electrical disturbances, etc.). In this case, feedback control is required to compensate the uncertainty and eliminate disturbances in order to track the unit demand. As it is shown in Figure 1, the difference between the pressure reference and the measured output pressure signals is used to adjust the fuel and power references through feedback path. Here, two types of fuzzy logic controllers (FLCs) are employed as the feedback controllers.

First type is a PD-FLC controller, in which the error \( \epsilon \) and rate of error changes \( \dot{\epsilon} \) are considered as its inputs (Figure 5(a)). The input membership functions are chosen to be Gaussian, which are symmetrically distributed with cardinality of five over interval range \([-1, 1]\). The output

\[
\sum_{i=1}^{n_b} b_i \left( 1 - \sum_{i=1}^{n_b} a_i \right) = 1.
\]
membership functions in triangular form are extended with cardinality of seven over the interval range \([-1, 1]\). A combination of 25 if-then rules is required for correction controllers, which is presented in Table 2. The fuzzy inference method employs the minimum function as \(T\)-norm and the centroid method with min-max operator as the defuzzification strategy.

The second type of employed FLC is an incremental algorithm considered for boiler controllers, such that only small corrections are added to controllers output. As shown in Figure 5(b), the incremental controller generates the future command signal by adding a change in control signal \(\Delta u\) to the current control signal \(u\),

\[
u_t = u_{t-1} + \Delta u_t.
\]

The input scaling factors, which transform crisps inputs into a normalized universe, are chosen with respect to the maximum value of error and error changes. The output gains are tuned by performing some simulation tests in order to achieve the best possible results.

### 6. Simulation Experiments and Control System Design

In this section, the fuzzy Hammerstein models are developed based on experimental data from real plant performances. In addition, by performing some simulation experiments, the developed model for the pressure reference is retuned to meet the plant’s new conditions. Finally, the unit models are employed as the core of feedforward controllers.

In order to perform simulation experiments, a detailed nonlinear model of a 440 MW once-through power plant unit is employed. This model comprises smaller components that are developed based on the thermodynamics principles and energy balance. The parameters of developed models are determined either from constructional data or by applying genetic algorithm (GA) techniques on the experimental data. The modeling approach and the models parameters optimization technique for the turbine and boiler subsections are extensively presented in [31, 32]. The proposed control system is applied to this model in MATLAB SIMULINK environment. Simulations are run when the same inputs as the actual system are applied.

The actual data used for modeling and simulation purposes are taken by a complete set of field experiments, as the unit load changes between 45 to 100 percent of the nominal load (195~440 MW). The data are recorded as discrete time signals with five seconds sampling time, consisting of transient and steady-state conditions (45~65, 65~75, 75~90, and 90~100 percent). By applying the proposed modeling approach to the steady-state and transient data, the linear and non-linear part of fuzzy Hammerstein models can be developed. The accuracy of the developed models is assessed by comparing the responses of the models and the real plant performances. For this aim, the error functions are calculated by defining the error as the difference between the predicted values by the models and the experimental data. Here, the upper bound of error (Max \(|e|\)), lower bound of error (Min \(|e|\)), mean absolute error (MAE), and the coefficient of determination \(R^2\) are calculated by the following equations:

\[
\text{Mean} = \frac{1}{n} \sum_{i=1}^{n} (y_i^* - y_p^{(i)}),
\]

\[
\text{MAE} = \frac{1}{n} \sum_{i=1}^{n} |y_i^* - y_p^{(i)}|,
\]

\[
R^2 = 1 - \frac{\sum_{i=1}^{n} (y_i^* - y_p^{(i)})^2}{\sum_{i=1}^{n} (y_i^* - \bar{y})^2},
\]

where \(\bar{y}\) is the average of \(y\) over the \(n\) samples and \(y_i^*\) and \(y_p^{(i)}\) are the \(i\)th target and the model output, respectively. The error functions for the developed models are presented in Table 3.

The load reference model can be captured based on experimental data as a linear single-input single-output model. However, the load trajectory can be modified to meet the new unit’s requirements to increase the overall performances of the plant. Therefore, the following transfer function is proposed for the load trajectory planner:

\[
G_{load} (s) = \frac{2.7319s + 2.68677}{s^2 - 1.9507s + 0.9512},
\]

where the second-order model comprises one stable zero and 40 sequences delay. The responses of the developed model for load is presented in Figure 6(a). For this model, the error functions MAE and \(R^2\) are determined as 1.0406 and 0.9967.

In Figure 6(b), the responses of the developed model for fuel are compared with real system responses in order to validate the accuracy and performance of the developed model.

In once-through boilers, the required quantity of feed-water relates to the fuel flow rate. However, this relation is not constant and would vary by load changes. In this case, the relation between fuel and feedwater flow rates can be predicted by employing an FHS model. The responses of the

### Table 2: Fuzzy rules for fuzzy controller.

<table>
<thead>
<tr>
<th>(e(k))</th>
<th>NL</th>
<th>NS</th>
<th>ZE</th>
<th>PS</th>
<th>PL</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\Delta e(k))</td>
<td>NL</td>
<td>NM</td>
<td>NM</td>
<td>NS</td>
<td>NS</td>
</tr>
<tr>
<td></td>
<td>NL</td>
<td>NM</td>
<td>NS</td>
<td>ZE</td>
<td>ZE</td>
</tr>
<tr>
<td></td>
<td>NS</td>
<td>NS</td>
<td>ZE</td>
<td>PS</td>
<td>PS</td>
</tr>
<tr>
<td></td>
<td>PS</td>
<td>ZE</td>
<td>ZE</td>
<td>PS</td>
<td>PM</td>
</tr>
<tr>
<td></td>
<td>PL</td>
<td>PS</td>
<td>PM</td>
<td>PM</td>
<td>PL</td>
</tr>
</tbody>
</table>

### Table 3: The error functions for the unit’s models.

| Model     | Max \(|e|\) | Min \(|e|\) | Mean  | MAE   | \(R^2\) |
|-----------|------------|------------|-------|-------|---------|
| Load      | 16.1539    | 0.0012     | -0.1483 | 1.0406 | 0.9967  |
| Fuel      | 1.2777     | 1.43e - 5  | -0.0187 | 0.0857 | 0.9989  |
| Feedwater | 10.4450    | 3.0116e - 4 | 0.2048 | 0.9901 | 0.9796  |
| Pressure  | 0.3611     | 7.5e - 7   | 0.02   | 0.0632 | 0.9994  |
developed model for the feedwater are presented in Figure 6(c). This model is used as the core of a feedforward controller in order to compensate the nonlinear behavior of the boiler and to derive the required volume of feedwater with respect to fuel flow (Figure 2). The error functions MAE and $R^2$ for the feedwater model are determined as 0.9901 and 0.9976.

It should be noted that the setpoint for steam pressure plays the main role in coordinating the boiler and turbine operation, where very small tracking error may cause large oscillations in the system. By applying a new trend for load changes, the pressure references should be modified with respect to new operating conditions. However, the steady-state conditions of the unit are not changed, and therefore, the non-linear part of the model can be captured based on the recorded data. In order to obtain the linear part of the pressure model, a cyclic test was performed as the load swung between 50% to 100% load. For this propose, the correction controllers should temporary be disabled. The obtained data from simulation experiments are employed to tune the linear part of the pressure model. In Figure 6(d), the responses of the developed model for the pressure are shown. As it is presented in Table 3, the maximum deviations between the training data and predicted values are not more than 0.37. Also, the error functions MAE and $R^2$ are determined as 0.0632 and 0.9994, which indicates the accuracy of the developed model for the pressure trajectory planner.

The developed FHS models are used as the reference governors for the generated power, fuel, steam pressure, and also feedwater flow rate. The reference signals for the fuel and generated power are trimmed with respect to boiler pressure deviations from the pressure reference by means of feedback controllers.
7. Results and Discussion

In this section, the performance of the designed coordinated control system is evaluated. A comparison was performed between the responses of corresponding system and the real plant responses over a wide range of operations.

The real system utilizes a conventional turbine-follower control structure [33]. In this structure, the generated power is compared with the desired load signal, which is used to set the boiler demands. The boiler output pressure is adjusted by a mechanical governor. This technique is persistently suffering from the inherent time delay and the large inertia associated with combustion system. This may lead to produce inner disturbances by emerging changes in the quality of fuel. Furthermore, employing conventional PI- or PID-based control schemes in such system may cause that the control system fails to reject disturbances, noise, and uncertainties, due to aging effects. The performance of proposed control system is also compared with a turbine-follower coordinated (TFC) system [33, 34].

The responses of the unit, as the load is at high-load conditions and swings between 92 to 98 percent of nominal load, are presented in Figure 7(a). Obtained results indicate the faster responses of the unit and higher load tracking performance during load changes with the proposed model-based CC. Also, the boiler steam pressure is presented in Figure 7(b). The steam pressure at boiler output header is stabilized as load changes by turbine-follower and model-based control system, where more fluctuations in the steam pressure can be observed in the real system. The fuel flow rate is also shown in Figure 7(c). In the proposed control system, there is no feedback from generated load on the fuel, which allows the boiler to respond with higher gradient rates.

The responses of the unit, as the load is ramped down from full-load to half-load conditions and also as it is ramped up from half-load to full-load conditions, are presented in Figures 8 and 9. With conventional control system, the
8. Conclusion

In this paper, a nonlinear coordinated control concept is presented in order to improve the flexibility and the performance of a once-through power plant. The control system was consisting of a model-based feedforward controller, which generated the boiler demand and turbine references with respect to desired load. The core of feedforward controller was a neuro-fuzzy-based Hammerstein model, which were developed based on experimental data taken from real system responses. In order to eliminate effect of disturbances and compensate the deviations between the control variables and corresponding feedforward setpoints, fuzzy logic controllers were employed in feedback paths. The load demand signals to turbine and boiler were trimmed by error signals coming from correction units. The proposed coordinated control system has been designed and evaluated by using nonlinear boiler-turbine model through computer simulations.

The responses of plant with new coordinated control were compared with the real plant responses over a wide range of operations, where the real system has a conventional turbine-follower control strategy. Simulation results indicate the performance of proposed control system during load changes. Greater load tracking and stabilizing the steam pressure at the boiler output header are the remarkable capabilities of this control system.

In addition, the performance of the proposed control system was compared with the turbine-follower CC strategy. The results showed that the new model-based CC concept could significantly enhance the maneuverability and load-following capability of the power plant over a wide range of operation.
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