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We propose and analyze a noncoherent receiver with PN code tracking for direct sequence code division multiple access (DS-CDMA) communication systems. We employ the delay-lock loop (DLL) architectures for the tracking stage. The choice of DLL parameters is studied with special focus on DS-CDMA communication systems and orthogonality conditions. We described the modeling and simulation of the NCO using hardware description language VHDL. Details of the VHDL implementation are shown.

1. Introduction

Wireless access systems techniques are gaining worldwide interest in the academic and industrial community [1]. Among these systems direct sequence CDMA is the well-used one. The most important part of the baseband processing is the receiver, because it requires knowledge of one or several parameters, such as the users’ code timings, powers, and carrier phases. Moreover, in general the code timing needs to be estimated with high accuracy, since timing errors have a large impact on the performance of many detectors [2]. Therefore, accurate code synchronization acquisition and tracking is an essential task to achieve good performance of a DS-CDMA system.

The design of synchronization techniques that are robust against external interference is of fundamental importance in many situations, such as in military or safety critical applications. The key issues in synchronization are code acquisition and tracking. Tracking stage is the “heart” of spread spectrum module. Indeed, this stage determines the performances of the global communication, that is to say the process gain and the acquisition time values. The code tracking is a continuous operation after the code phase has been acquired. The conventional approaches to timing acquisition and tracking are the correlator and the delay-locked loop (DLL).

From delay-locked loop (DLL) architectures, the most significant and promising tracking scheme to be studied is the early-late DLL. In order to achieve accurate and high-speed digital communication systems, the problem that must be resolved is how to get controllable, high precision, and high-frequency signal, more specifically, to produce ideal wave samples, which have variable frequency, numerical controlled oscillator is the essential unit of the digital communication system [3].

In this paper, we propose a simple and accurate VHDL description for tracking and synchronization parameters in DS-CDMA systems in the 802.11 standard context. The proposed architecture is implemented on FPGA.

First, start from the working principle, top-level structure diagram of controlled oscillator is given. Second, it writes a simulation program based on a detailed analysis of its functioning. Finally, the use of MODELSIM simulation is analyzed to verify the correctness of the design.

The remainder of this paper is organized as follows. Section 2 provides an overview of synchronization scheme, a review of tracking, and the system model, and the obtained results are discussed. Section 3 outlines some concluding remarks.

2. Synchronization VHDL Modeling

Usually the problem of timing acquisition is solved via a two-step approach as follows.
(i) Initial code acquisition (coarse acquisition or coarse synchronization) which synchronizes the transmitter and receiver to within an uncertainty of $\pm T_c$ (chip time).

(ii) Code tracking which performs and maintains fine synchronization between the transmitter and receiver.

Given the initial acquisition, code tracking is a relatively easy task and is usually accomplished by a DLL. The tracking loop keeps on operating during the whole communication period. If the channel changes abruptly, the DLL will lose track of the correct timing and initial acquisition will be reperformed.

In the next part, we present our synchronization model implemented in VHDL. We distinguish, in a first point, the acquisition part that is focused on correlation principle. And in a second point, we focus on the tracking part in which we describe the DLL and its various organs.

2.1. The Acquisition. As mentioned before, the objective of initial code acquisition is to achieve a coarse synchronization between the receiver and the transmitted signal. In a direct sequence spread spectrum (DS-SS) system, this is the same as matching the phase of the reference spreading signal in the despreader to the spreading sequence in the received signal. Several acquisition techniques exist such as serial search, parallel search, multidwell detection, and matched filter acquisition [4]. The acquisition strategy we choose is serial search. It is based on the following basic working principle depicted in Figure 1. In this method, the acquisition circuit attempts to cycle through and test all possible phases one by one (serially).

This acquisition principle is based on a correlation evaluation between the received signal and the locally generated PN code. For that, the autocorrelation function $R_c(t)$ is computed by a multiplier and an integrator/dump. The threshold comparator makes it possible to compare the computed value with a configurable threshold. Indeed, if the cross-correlation function is not maximal, a command circuit has to regenerate a time-shifted PN code until $R_c(t) = 1$.

The Integrator is an important organ of the system; it implements the function of a low-pass filter. This communication block is made up of a shift register that adds samples over a symbol time interval $T_s$, which depends on the code length ($N$) at the end of this interval resets. The symbol latch signal simultaneously resets the accumulator register for the next symbol and latches the current accumulated symbol energy in the output register. The accumulator is run at system clock rate $N$ times higher than the symbol rate. A symbol time is detected on the rising edge of the “dump” signal. This signal “dump” resets the integrator and starts the next phase of integration. The useful size for the accumulation function is the number of samples per symbol which is the number of samples (4 samples) over a chip time $T_c$ multiplied by the length of the code $N$. It can be implemented as shown in the Figure 2.

The integrator becomes a binary matched filter in the event of the incoming signal being rectangular signal pulses. The following algorithm describes the function of the Integrator [1].

```plaintext
if count < N then
    count ← count + 1
    sum ← sum + data
else
    output ← sum
    count 0
end if
```

Figure 3 shows the simulation results of the integrator. It is noticed that the output signal of the despreading function is generated on each rising edge of “dump”, and it validates the operation principle of the integrator.

2.2. The Tracking. After the initial acquisition, which is a coarse search process, a fine synchronization known as tracking starts. The tracking maintains the local PN code in synchrony with the incoming signal to within half a chip time. There are two methods to implement code tracking in DS-SS
systems: delay-locked loop (DLL) and tau-dither loop (TDL) [4]. The TDL uses a single correlator; however, the signal power is 3 dB smaller than in the DLL, and the tracking jitter is larger.

In the DLL, shown in Figure 4, the incoming signal is multiplied with two outputs of the local PN code generator which are delayed mutually by $T_c/2$. The cross-correlated values are filtered and envelope detected and subtracted.

This error signal is passed through a loop filter which drives a voltage controlled oscillator. VCO’s output drives the PN generator. Thus, the error signal changes the phase of the local replica code so as to synchronize with the acquired signal. If the cross-correlator output from one correlator is greater than the other, then the VCO clock frequency is either advanced or retarded. This change tries to generate a PN code which produces a zero error signal as input to the VCO.

An early-late correlator is an example of a delay-locked loop which is used in tracking. The codes generated are $c_E$, $c_P$, and $c_L$ referring to the early, prompt, and late codes, and they have a relationship as shown below [5]:

$$c_E(t) = c(t + \Delta t + 0.5T_c)$$,
$$c_P(t) = c(t + \Delta t)$$,
$$c_L(t) = c(t + \Delta t - 0.5T_c)$$.

Functions achieving the tracking loop operations (Figure 4) are as follows.

(i) The discriminator, determining the tracking error.
(ii) The loop filter, averaging the tracking error.

(iii) The numerical controlled oscillator (NCO), generating a 160-MHz (associated with $T_c/4 = 6.25$ ns: sampling time) clock modulated by the error value.

2.2.1. The Discriminator. The discriminator is based on an early/late correlator solution for the DLL design. The correlation digital functions associated with each branch are a multiplier, an integrator, and the computing absolute value. If the “early” branch correlation result is greater than the “late” one, a positive tracking error is created and will generate a $T_{early} = 6.25$ ns + error influence period at the oscillator output (NCO). In the case of a “late” branch preponderance, the NCO period is equal to (6.25 ns-error influence).

2.2.2. The Loop Filter. Digital loop filter design is inhibiting noise and high frequency component same as to the analog loop filter. It also controls speed and precision of loop correction phase, which is a deciding factor to the dynamic performance and static performance of DLL. Besides filtering ripple wave, loop filter has another important effect; it decides transmission performance of phase lock loop control [3].

The digital filter is implemented with a first order low pass filter described by the following transfer function:

$$H(p) = \frac{1}{1 + \tau p}.$$  \hspace{1cm} (2)

To pass from Laplace domain towards the sampled domain, we use the bilinear transform:

$$H(z) = H(p)|_{p=2/T_e} \frac{(1-z^{-1})/(1+z^{-1})}{(1-z^{-1})/(1+z^{-1})}$$

$$= \frac{1}{1 + (2/T_e) \times ((1 - z^{-1})/(1 + z^{-1}))} \times \tau$$

$$= \frac{T_e}{(T_e + 2\tau)} + \frac{T_e}{(T_e + 2\tau)} z^{-1}$$

$$= \frac{1}{1 + ((T_e - 2\tau)/(T_e + 2\tau)) z^{-1}},$$

as

$$H(z) = \frac{Y(z)}{X(z)} = \frac{b_0 + b_1 z^{-1}}{a_0 + a_1 z^{-1}},$$  \hspace{1cm} (4)

so

$$b_0 = b_1 = \frac{T_e}{T_e + 2\tau} = 0.0805, \quad a_0 = 1,$$

$$a_1 = \frac{T_e - 2\tau}{T_e + 2\tau} = -0.839.$$  \hspace{1cm} (5)

For $\tau = 1$ $\mu$s and $T_e = 25$ $\times$ 7 = 175 $\mu$s filter sampling time for a code length 7, we obtain a digital infinite impulse response filter (RII); the equation is

$$y(n) = 0.0805x(n) + 0.0805x(n-1) + 0.839y(n-1).$$  \hspace{1cm} (7)

Its stability is checked using MATLAB. The results confirm that the filter is a stable first-order filter since the poles are located inside the circle of unit radius $R = 1$ (Figures 5 and 6).

For the VHDL implementation, we do not use floating point values on FPGA; instead, we will multiply all the coefficients by $2^{13}$, round to the nearest integer, and then shift the result to the right by 13 bits to effectively divide by $2^{13}$. 13 is an arbitrary number of bits that gave a reasonable resolution to the floating point values calculated:

$$y(n) = \left(2^{-13}\right) \left[659x(n) + 659x(n-1) + 6873y(n-1)\right].$$  \hspace{1cm} (8)

The component implements the recursive equation (8). The design requires one previous value for the output and one previous value for the input. The $(2^{-13})$ multiplication in the
The frequency resolution is defined by

\[ \Delta f = \left( \frac{f_e}{2^K} \right) \cdot C \quad (10) \]

For the input frequency, we choose 640 MHz which is the multiple by \(2^n\) of the central frequency 160 MHz (corresponding to \(T_c = 25\) ns).

The chosen structure of the NCO for this configuration is:
1. The register length is 16;
2. The phase increment is \(16384 = 2^{14}\);
3. The resolution is 9.8 KHz.

The simulation result of the NCO is shown in Figure 9. It can be seen that the output frequency variation of the NCO (clk_nco) depends on the input command word and without command word.

### 2.3. Acquisition and Tracking Association

The aim of this part is to realize a complete model of a CDMA receiver in VHDL. In Figure 10, the different elements of the model are shown, where we can see the block diagram of all parts receiver including synchronization.

#### 2.3.1. PN Code Generator of the DLL

The spreading sequences used for the CDMA must be chosen to respect the orthogonality condition. Thanks to the auto correlation...
property, the correlation between the received signal and the local PN code allows the system synchronization. To achieve this condition, specifically we can use the maximal length sequence or the m-sequence because they have good auto-correlation properties and have been used in many applications including the IS-95 standard and UMTS. Also m-sequence can be easily generated by using a shift register therefore, they could be considered as a CDMA code set that can be generated with least hardware complexity for an implementation [7].

This generator is based on the same structure as that of the PN code generator already studied [8]. For synchronization with the codes in emission, the generator which is controlled by the numerical oscillator, output clock must provide the early and late PN codes for the branches of the discriminator (Figure 11).

The simulation results of the synchronized PN code generator are presented in Figure 12. We can see a late replica and an early replica of the local code based on shifting the prompt replica; this shift is controlled by the clock of the NCO via the command word at the input.

3. Conclusion

The work presented in this paper is a VHDL implementation of the synchronization stage of communication systems using the direct sequence spread spectrum. We proposed, developed, and optimized a prototype based on the VHDL language, allowing to describe the digital stages of the synchronization system. The description focused on acquisition and tracking organs. We choose to implement a serial acquisition and a delay-locked tracking loop. By various simulations, we validated first these structures, and the various parameters taken into account are also proposed (NCO parameters, loop filter coefficients). The architecture choice achieved; digital stages will be synthesized for an FPGA implementation.

This model can be considered as an IP and can be reused easily by many teams and different systems. This could lead to a reduction of the gap between a linear productivity and an exponential growth of circuit complexity which is of a great interest in the time to market concept.
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