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An approach to segmenting motion objects and suppressing shadows without background learning has been developed. Since wavelet transformation indicates the position of sharper variation, it is adopted to extract the information contents with the most meaningful features based on two successive video frames only. According to the fact that the saturation component is lower in the region of shadow and is independent of the brightness, HSV color space is selected to extract foreground motion region and suppress shadow instead of other color models. A local adaptive thresholding approach is proposed to extract initial binary motion masks based on the results of the wavelet transformation. A foreground reclassification is developed to get an optimal segmentation by fusion of mode filtering, connectivity analysis, and spatial-temporal correlation. Comparative studies with some investigated methods have indicated the superior performance of the proposal in extracting motion objects and suppressing shadows from cluttered contents with dynamic scene variation and crowded environments.

1. Introduction

Robust foreground motion objects segmentation plays a crucial role in many computer vision applications such as visual surveillance, intelligent traffic monitoring, athletic performance analysis, perceptual user interface, and others. Many methods have been proposed for motion object segmentation. One of the popular approaches is background subtraction by comparing each new frame with a learned model of the scene taken by a static camera [1–3]. The initial background modeling is critical for this method. Gaussian mixture models (GMM) [4, 5] have been adopted to construct background modeling based on some previous period observations. There are two problems when GMM is applied to model background [1] including the selection of the number of components and the initialization. When the pixels have more Gaussian distribution than a predefined value or the pixels are covered by motion objects, it results in some background pixel errors easily. Nonparametric approaches methods have been developed to tackle this problem [6–8]. However, the size of a temporal window is needed to be specified. Besides, spatial dependencies are not exploited and the presence of shadows is usually incorrectly classified. Some algorithms based on spatiotemporal characteristics have been developed [9, 10] to overcome above shortcomings. Some fragmentations arise where foreground objects overlap spatially with background ones with similar color in this method. Some attempts have been made to segment motion objects without prelearning [11, 12], which needs some attempts and tests to find a good set of parameter values.

Shadow is another challenging problem in segmenting motion objects. Shadow can cause object merging, object shape distortion and even object losses (due to the shadow casts over another object). It is difficult to remove shadow from object since shadow and object share some similar visual features [13]. A $c_1c_2c_3$ space [14] is proposed to detect cast shadow through using chrominance color components. Several assumptions are needed regarding the reflecting surfaces and the lightings. A normalized rgb space [15] is proposed to detect shadows. The normalized rgb space suffers from noise at low intensities which would result in unstable chromatic components. Only gray level [16] is adopted for shadow...
segmentation. Other approaches were done with the CIE Luv or CIE Lab spaces, respectively. However, it remains open ended how important is the appropriate color space selection and which color space is the most effective regarding shadow detection [17]. Texture analysis can be potentially effective in solving the problem. Lam et al. [18] proposed a method based on texture analysis for outdoor vehicle segmentation. Some assumptions are made such as single and strong light source so that the illumination difference between the shadow and background is reasonable in intensity and homogenous road texture. Heikkilä and Pietikäinen [19] proposed texture-based method for modeling the background and detecting motion objects. Because of a huge amount of different combinations, it needs more or less empirical test to find a good set of parameters. Zhang et al. [20] developed a ratio edge to detected motion cast shadows. An iteration strategy is implemented to estimate the shadow intensity ratio. The reliability of the method improves by increasing the number of neighboring points.

Aiming at some limits mentioned above, a new approach is developed to detect motion objects and suppress shadow without background learning. Although the author in [21] used spatiotemporal motion to segment foreground and suppress shadow, the proposed algorithm in this work has some main differences with that in [21] as follows. Motion objects segmentation developed does not consider background or background learning. Only two successive video frames are used to extract the information contents with the most meaningful features based on a wavelet transformation. Besides a local adaptive thresholding method is proposed to segment initial motion masks instead of a global thresholding. Moreover a foreground reclassification is developed to detect motion objects and suppress shadow. Although the author in [21] used the WT of signals, which effectively combines the two basic properties naturally break a signal into similar and discontinuous sub-signals, which effectively combines the two basic properties into a single approach [21].

A function ψ(x, y) is called a wavelet if its average is equal to 0. The WT of f(x, y) at dyadic scale 2^jsup/2 and position (x, y) in orientation d is defined as

\[ W^{d}_{j}f(x, y) = f(x, y) \ast \psi^{d}_{j}(x, y), \quad d = 1, 2, \quad (1) \]

where \( \ast \) denotes convolution operator.

The two oriented wavelets \( \psi^{d}_{j} \) can be constructed by taking the partial derivate as

\[ \psi^{1}_{j}(x, y) = \frac{\partial \theta(x, y)}{\partial x}, \quad \psi^{2}_{j}(x, y) = \frac{\partial \theta(x, y)}{\partial y}, \quad (2) \]

where \( \theta(x, y) \) is a separable scaling function which plays the role of a smoothing filter.

The 2-D WT defined by (1) gives the gradient of \( f(x, y) \) smoothed by \( \theta(x, y) \) at dyadic scales

\[ \nabla^{2}_{j}f(x, y) = \left( W^{1}_{j}f(x, y), W^{2}_{j}f(x, y) \right) = \frac{1}{2^{j}} \nabla f(x, y) * \theta_{j}(x, y). \quad (3) \]

Consider the local maxima of the gradient magnitude at various scales which is given by

\[ M^{j}f(x, y) = \| \nabla^{2}_{j}f(x, y) \| = \sqrt{\left( W^{1}_{j}f(x, y) \right)^{2} + \left( W^{2}_{j}f(x, y) \right)^{2}}. \quad (4) \]

A point \((x, y)\) is a multiscale edge point at scale \(2^{j}\) if the magnitude of the gradient \( M^{j}f(x, y) \) attains a local maximum along the gradient direction \( A^{j}f(x, y) \) defined as

\[ A^{j}f(x, y) = \arctan \left[ \frac{W^{2}_{j}f(x, y)}{W^{1}_{j}f(x, y)} \right]. \quad (5) \]

For each scale, collect the edge points together with the corresponding values of the gradient, namely, the WT values at that scale. The resulting local gradient maxima set at scale \(2^{j}\) is

\[ P_{j}(f) = \{ p_{j,i} = (x_i, y_i) ; \nabla^{2}_{j}f(x_i, y_i) \}, \quad (6) \]

where \( M_{j}f(x_i, y_i) \) has local maximum at \( p_{j,i} = (x_i, y_i) \) along the direction \( A^{j}f(x_i, y_i) \).

For a J-level 2-D dyadic WT, the set is called a multi-scale edge representation of the image \( f(x, y) \).

\[ \rho(f) = \{ O_{j}f(x, y) , \{ P_{j}(f) \}_{1 \leq j \leq J} \}, \quad (7) \]

where \( O_{j}f(x, y) \) is the low-pass approximation of \( f(x, y) \) at the coarsest scale \(2^{J}\).

The above algorithm is based on a dyadic scale WT, which can reach large scales quickly. However, when it is used to deal
with noisy images, the noise level is sensitive to the change of scales [21]. A dyadic sequence of scales cannot always optimally adapt to the effect of noise. In order to overcome the drawback, an interesting image $E(x, y)$ for the image $f(x, y)$ is given as

$$E(x, y) = ||f(x, y) \otimes h|| = ||(f(x, y) \otimes h) \otimes s||$$

$$+ ||f(x, y) \otimes v|| = ||(f(x, y) \otimes v) \otimes s||,$$

where $h, v,$ and $s$ are three filters in different directions defined as

$$h = \begin{bmatrix} -3 & 0 & 3 \\ -5 & 0 & 5 \\ -3 & 0 & 3 \end{bmatrix}, \quad v = h^T, \quad s = \begin{bmatrix} -1 & 0 & 1 \\ -2 & 0 & 2 \\ -1 & 0 & 1 \end{bmatrix},$$

where $T$ is a matrix transposition operator.

3. Foreground Segmentation

3.1. Motion Detection and Shadow Suppressing. Since the WT indicates the positions of sharper variation, it can be used to extract the information content of signals with the most meaningful features. The solution provided uses HSV color space instead of other complex color models. The main reason for using HSV is that the HSV color space corresponds closely to the human perception of color and it explicitly separates chromaticity and luminosity. Since the saturation is independent of the brightness [22] and it is lower in shadow point, we use the saturation component ($S$) and intensity one ($V$) to segment motion objects and suppress shadow. Let the inputs of a pair of gray level frames be $I_{t-1}$ and $I_t$ taken at times $t-1$ and $t$, respectively. The output is the variance regions of an image with significant changes. To detect the region with significant changes, we calculate WT on the current frame and temporal differences between the two successive frames for $S$ and $V$ components, respectively as follows:

$$W_S = W_{S_{t}}$$

$$W_V = W_{V_{t}}$$

$$W_{D_S} = W_{[S_{t-1} - S_{t}]}$$

$$W_{D_V} = W_{[V_{t-1} - V_{t}]}$$

where $W_X$ is a WT operator on X, $S_t$ represents S level taken at time $t$, $V_t$ is V level taken at time $t$, and $||$ is absolute operator.

For a spatial point $(x, y)$, the significant changes exist only if the WT on the above components have the same information with the most meaningful ones. So the motion mask $M_{(x,y)}$ is computed as

$$M_{(x,y)} = \begin{cases} 1, & \text{if } \prod W_i \ast W_{D_i} \geq T, \quad (i = S, V) \\ 0, & \text{otherwise}, \end{cases}$$

where $T$ is a threshold value obtained by a local adaptive thresholding method (described later).

3.2. Local Adaptive Thresholding. The thresholding can be roughly categorized as global and local adaptive methods. Global method such as Otsu [23] tries to find a single threshold value to assign foreground or background based on its grey value. The major problem with global thresholding is that only the intensity is considered, not any relationships between the pixels. There is no guarantee that the pixels identified by the thresholding process are contiguous. Local adaptive thresholding method tries to overcome the above problem by computing thresholds individually for each pixel using information from the local neighborhood of the pixel. The most classical local adaptive method isNiblack method [24] based on the calculation of the local mean and standard deviation of image intensity $I(x, y)$ as follows:

$$B(x, y) = \begin{cases} 1, & \text{if } I(x, y) > T(x, y) \\ 0, & \text{otherwise}, \end{cases}$$

where $T(x, y) = m_{w\times w}(x, y) + k \cdot \sigma_{w\times w}(x, y)$; $m_{w\times w}(x, y)$ and $\sigma_{w\times w}(x, y)$ represent the mean and standard deviation of the pixel intensities in a window with $w \times w$ size, respectively.

This method does not work well when the background area contains local variations due to uneven illumination. To solve this problem, Sauvola and Pietikäinen [25] presented another modified version of Niblack’s method. The thresholds are computed with the dynamic range of standard deviation $R$ as follows:

$$T(x, y) = m_{w\times w}(x, y) \left[ 1 + k \left( \frac{\sigma_{w\times w}(x, y)}{R} - 1 \right) \right].$$

One of the flaws involved with the standard deviation is that if the data is spread out over a large range of values, the standard deviation $\sigma$ will be large.

Signal-to-noise ratio, which is equal to the mean divided by the standard deviation, describes the quality of a measurement and refers to the relative magnitude of the signal compared to the uncertainty in that signal on a per-pixel basis [26]. It means that higher signal-to-noise ratio corresponds to truer boundary with the most meaningful features in an image. A novel local adaptive thresholding approach is developed as follows:

$$T(x, y) = m_{w\times w}(x, y) + k \frac{m_{w\times w}(x, y)}{\sigma_{w\times w}(x, y)}.$$
a foreground reclassification method is developed as follows. The proposed approach is based on the fact that the detected prominent boundaries are connected with foreground objects to a great extent. Since local mode filtering [29] can preserve edges and detail, it is used to extract details and suppress noises from the initial binary masks (seen from Figure 1(c)) in a 5×5 window size factor (seen from Figure 1(d)). Afterwards a four-neighbor connected component analysis is employed to extract some meaningful blobs by rejecting some isolated and disconnected regions with its area less than a certain size (seen from Figure 1(e) where the threshold for area size is 100). Some points are misclassified still after the steps mentioned above. A spatial-temporal correlation is proposed to solve this problem. According to chromatic similarity within a neighborhood of segmented foreground patch, the mutual information between the pixels in the foreground patch and their counterparts at the current frame is selected to compute the region similarity. Besides, interframe continuity is incorporated to get an optimal segmentation as mentioned in [30]. The final binary results are given in Figure 1(f) after the developed spatial-temporal correlation characteristics.

For foreground object with relatively large size such as a heavy truck running in highway (seen from Figure 2(a)), some results as mentioned above are shown in Figure 2.

One can find that the developed approach can be applied to segment foreground objects with different scales from Figures 1 and 2.

4. Experimental Results

4.1. Test Set and Processing Time. Extensive experiments have been carried out on different video sequences. Among these sequences, both indoor and outdoor scenes with different contents are selected to test the proposed approach. The selected indoor sequences include intelligent room from a ATON project http://cvrr.ucsd.edu/aton/shadow, where people move slowly in the scene and shadow project on the ground wall, table, and so forth; a CAVIAR from the project http://homepages.inf.ed.ac.uk/rbf/CAVIARDATA/, where people move slowly, fight in situ, and move fast moreover some fluorescent lights in the scene turn on and off randomly. The selected outdoor sequences are campus from the ATON project http://cvrr.ucsd.edu/aton/shadow, where car and people move in the scene and PETS’09 from http://www.cvg.rdg.ac.uk/PETS2009/a.html where crowded people move in high-lights environment. These choices of such different contexts are to emphasize the reliability and robustness of the proposed approach. Besides, its performance and comparisons with some state-of-the-arts are presented in this section.

The experiment is performed at Matlab7.10.0 environment, PC with PIV 2.1GHz CPU 4.0 G Byte RAM. The processing time is dependent on the image dimension. We have processed all images for each sequence during which people or cars move in the scenes and evaluated the average processing time. The results together with the image dimensions are reported in Table 1.

4.2. Segmentation Results. In the experiments, two main parameters affect the performance of the proposal including the window size $w$ and the thresholding coefficient $k$ in (14). For the window size $w$, a selection of larger $w$ means more foreground and background pixels are covered to the neighborhood and increase the possibilities to smooth the noise effects, whereas a selection of small window size gives rise to misdetection for the foreground object contours. In all
Figure 2: Some segmentation results for a heavy truck running in highway with relatively large size. (a) the current frame (number 363); (b) image after WT; (c) adaptive thresholding segmentation results using $w = 5 \times 5$ and $k = 0.5$ in (14); (d) binary masks filtered by $5 \times 5$ mode factor; (e) small-area regions less than 100 removed by connective characteristics; (f) final results based on spatial-temporal correlation characteristics.

Figure 3: Some results for the intelligent room sequence. The first row is the current frame; the second row is the segmented masks.

Table 1: Average processing time for the tested sequences with different kinds of motion.

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Image size</th>
<th>Average processing time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>intelligent room</td>
<td>240 × 320</td>
<td>0.1763</td>
</tr>
<tr>
<td>CAVIAR</td>
<td>288 × 384</td>
<td>0.2530</td>
</tr>
<tr>
<td>campus</td>
<td>288 × 352</td>
<td>0.2269</td>
</tr>
<tr>
<td>PETS’09</td>
<td>576 × 768</td>
<td>0.9801</td>
</tr>
</tbody>
</table>

contexts considered, the window size $w$ is selected as $5 \times 5$ in the experiment. For the thresholding coefficient $k$, a larger $k$ leads to less false segmentation and less true positive one. In all contexts tested, the thresholding coefficient $k$ is set as 0.5 and kept the same for the whole testing.

Some experimental results are given in Figures 3–6 based on the above selected parameters for the selected sequences, respectively.

The developed algorithm correctly identifies the people moving slowly, and some shadows casting on the ground wall and table have been suppressed from Figure 3.

People who move in the scene and the lighting conditions are different from that of the intelligent room; especially the people moving in the turbulent blossom are extracted efficiently. Besides, the developed algorithm correctly identifies the people moving in different styles from Figure 4 including moving slowly (the first column and the second column),
Figure 4: Some results for the **CAVIAR** sequence. The first row is the current frame; the second row is the segmented masks.

Figure 5: Some results for the **campus** sequence. The first row is the current frame; the second row is the segmented masks.

Figure 6: Some results for the **PETS’09** sequence with crowded people moving in the high-lights environment. The first row is the current frame; the second row is the segmented masks.
Car and people move in the scene and the lighting conditions are different from that of the indoor contexts mentioned above. One can find that the developed algorithm correctly identifies the car and people moving in different styles, and the shadow caused by outside light has been suppressed from Figure 5.

Some results of another outdoor scene PETS’09 are shown in Figure 6, in which the crowded people move in high-lights and the lighting condition is different from that mentioned above.

The developed algorithm correctly identifies the crowded people moving in high lights from Figure 6.

4.3. Objective Performance Evaluation. The above provided results are quite good, considering different scenes with different lighting conditions and different objects moving in different styles. The above results show qualitative information about the effectiveness of the developed approach. To evaluate quantitatively the performance of the proposal and establish a fair comparison, the public video sequences mentioned above and some published articles are selected to perform comparisons. For tested sequences, ground-truth pixels are segmented manually except the ground truth of intelligent room is available from http://cvrr.ucsd.edu/aton/shadow. The investigated approaches include Shadow Detection based on Normalized rgb (SDNR) [15], Space Selection for Detecting Cast Shadows (SSDCS) [17], SpatioTemporal Motion (STM) [21], and Motion Segmentation based on Shadow Detection (MSSD) [22]. The segmented outputs in the above investigated algorithms are compared to the ground-truth data. Some results of ROC [31] for both indoor and outdoor scenes are given in Figures 7 and 8, respectively. The ROCs for the tested indoor scenes are shown in Figure 7.

The performance of the proposed method outperforms that of investigated ones across the tested indoor scenes as a whole by comparisons from Figure 7. The ROCs for the tested outdoor scenes are given in Figure 8.

The performance of proposed method outperforms that of investigated ones across the tested outdoor scenes by further comparisons from Figure 8.

5. Conclusions

The WT based temporal difference between two successive frames is used to extract motion regions and suppress shadow without any background learning. A new local adaptive
thresholding approach is proposed based on the fact that a higher signal-to-noise ratio corresponds to truer boundary with the most meaningful features. Since the detected prominent boundaries are connected with foreground objects to a great extent, foreground reclassification is developed to get an optimal segmentation based on connectivity analysis and spatial-temporal correlation.

The experimental results both in different indoor and outdoor contexts show the robustness and reliability of the proposed algorithm. Comparative study with some state-of-the-arts has indicated the superior performance of the proposal. By comparisons, it has been highlighted that the proposal is robust and efficient in detecting motion objects and suppressing shadow for some different challenging contexts.

While the results have been promising so far, the algorithm needs to be tested on a larger number of visual environments with complex backgrounds further.
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