A new differential coherent chaos based scheme is proposed and named as Differential Chaos ON-OFF Keying (DCOOK). The proposed scheme provides reduction in bit energy and better bit error performance at large spreading factor. This is achieved by presenting each transmitted bit by either identical segment or no transmission within same bit duration. The receiver performs simple correlation between the received signal and its delayed version to determine the transmitted information utilizing the low correlation between the noise signals. The bit error rate (BER) performance of the proposed scheme is evaluated analytically using Gaussian Approximation (GA) method and compared with the simulation results. The results show excellent agreement between the derived expression and simulation. Moreover, the BER of DCOOK scheme is compared with the standard chaos systems: Chaos ON-OFF Keying (COOK), Differential Chaos Shift Keying (DCSK), and Correlation Delay Shift Keying (CDSK). The comparison results show that DCOOK scheme can always achieve superior performance compared to COOK and CDSK schemes and even exceeds the performance of DCSK scheme at typical spreading factor values.

1. Introduction

Unlike pseudo random signals which are limited in number and are periodic, chaotic signals can theoretically produce infinite number of chaotic signals which are nonperiodic. Moreover, chaotic signal has broadband spectrum and has the ability to resist fading. All these properties make them of particular interest in communication systems, specifically in spread spectrum communications.

Chaotic communications systems can be classified into coherent, noncoherent, and differentially coherent systems [1]. To recover the information in coherent systems, chaotic receiver should generate replica copy of the chaotic carrier signals which is used by the transmitter. However, this is difficult to achieve in noisy channels due to nonperiodicity property of the chaos signals. In noncoherent systems, synchronization is not required and the information is decoded by estimating one of the unique signal parameters like a power as in noncoherent Chaos Shift Keying (CSK) scheme [2] or Chaotic ON-OFF Keying (COOK) scheme [3]. However, optimum threshold determination is the major drawback of noncoherent systems which causes a poor performance with the noise existence [3, 4].

In differential coherent systems, each information bit is presented by two identical time slots. First time slot is called a reference signal and is used to demodulate the information carrying signal in the second time slot as in Differential Chaos Shift Keying (DCSK) and Correlation Delay Shift Keying (CDSK) [5]. This system design requires a double bit energy and rate. To overcome these drawbacks, many differential coherent systems and their analytical BER performances are proposed and tested in AWGN environment [6–8].
in [9, 10] and initial condition modulation in [11]. Both schemes improve the spectral efficiency; however, systems require complex receiver design. To enhance bit rate of DCSK systems, information carrying signal is modulated with two information bits as in [12]. In addition, modulation of the reference signal is suggested to double the bit rate in [13]. Furthermore, bit error rate of DCSK scheme is enhanced by using multiple repeated sequences in one duration instead of continuous sample function. On the other hand, the receiver requires moving average calculation each time over one bit duration and the filtered segment is correlated with its delayed version [14]. Efficient utilization of transmitted signal energy is proposed in multicarrier-DCKS (MC-DCSK) [15]. The scheme requires narrow band modulators with high degree of accuracy which is complex to design.

In this paper, we introduce a simple and energy efficient differentially coherent scheme: Differential Chaos ON-OFF Keying (DCOOK). In DCOOK scheme, two identical chaotic segments are transmitted for bit “1.” On the other hand no transmission is required for the same bit duration for bit “0.” Thus, only half bit energy is utilized to compete the performance of standard chaos based system. Our contributions in this work are summarized as follows:

(1) The proposed DCOOK scheme offers the following:
   (i) Notable improvement in BER (up to 1.5 dB) compared to standard DCSK and CDSK schemes using only half of their bit energy.
   (ii) Superior BER performance compared to COOK scheme.
   (iii) Double bit rate compared to DCSK scheme.

(2) Theoretical value of BER is estimated using baseband model of the proposed scheme. The expression is verified by simulation in AWGN channel. Clear matching is obtained between the estimated values and simulation results.

The remainder of this paper is organized as follows. Standard chaos based systems including DCSK, CDSK, and COOK are described in Section 2. Section 3 gives an explicit description of the proposed system. Section 4 derives the analytical BER performance. The comparison between the theoretical BER results and the simulation results is presented in Section 5. It also compares the BER performance of the proposed system with the DCSK, CDSK, and COOK schemes. Finally, Section 6 draws the conclusions.

2. Standard Chaos Based Systems Description

2.1. DCSK. For each bit of information, the DCSK transmitter outputs a chaotic sequence $x_i$ at time instant $i$. Each transmitted signal consists of two sample functions with equal time duration and with length of $M$, where $M$ represents the spreading factor. The first sample function is called reference signal, while the second is called information bearing signal. The information bearing is only reference signal delayed by $M$ and multiplied by information bit $b$ where $b \in \{-1,1\}$. The transmitter of DCSK is shown in Figure 1. The transmitted sequence $s_i$ for a single bit is given by

$$s_i = \left\{ \begin{array}{ll} x_i & 0 < i \leq M, \\ b \cdot x_{i-M} & M < i \leq 2M. \end{array} \right.$$  \hspace{1cm} (1)

The average bit energy of DCSK signal can be calculated as

$$E_b = 2MV(x),$$  \hspace{1cm} (2)

where $V(x)$ represents the variance.

The DCSK receiver is shown in Figure 2, and the received signal $r_i$ is multiplied by its delayed version. The delay is set to be half bit duration. Thus, the correlator output at the end of bit duration is given by the sum

$$Z_{DCSK} = \sum_{i=1}^{2M} r_i r_{i-M} \approx \sum_{i=1}^{M} (s_i + \xi_i) (s_{i-M} + \xi_{i-M})$$  \hspace{1cm} (3)

$$= b \sum_{i=1}^{M} x_i^2 + \sum_{i=1}^{M} x_i (\xi_{i-M} + b\xi_i) + \sum_{i=1}^{M} \xi_i \xi_{i-M},$$

where $\xi_i$ is the Gaussian noise sample such that $E(\xi) = 0$ and variance $V(\xi) = E(\xi^2)$. The receiver extracts the information $\bar{b}$ according to the following rule:

$$\bar{b} = \begin{cases} 1 & Z_{DCSK} \geq 0, \\ -1 & Z_{DCSK} < 0. \end{cases}$$  \hspace{1cm} (4)

2.2. CDSK. The CDSK modulated signal is generated by adding the chaotic sequence $x_i$ and of the delayed chaotic sequence multiplied by the information signal $b_f$ as shown in Figure 3. The transmitted signal $s_i$ for single bit duration can be written as $s_i = x_i + b_f x_{i-M}$ where $f$ represents the bit counter.

The CDSK receiver utilizes the low correlation value between chaotic sequence $x_i$ and its shifted version $x_{i-M}$ to differentiate between the transmitted information. Hence, average bit energy can be given also by (2). By replacing $M$ by
$Z_{\text{DCSK}} = \sum_{i=1}^{M} r_i r_{i-M}$

$$Z_{\text{DCSK}} = \sum_{i=1}^{M} (x_i + b_{\ell} x_{i-M} + \zeta_i) (x_{i-M} + b_{\ell-M} x_{i-2M} + \zeta_{i-M})$$

$$= b_{\ell} \sum_{i=1}^{M} x_i^2 + \sum_{i=1}^{M} x_i x_{i-M} + b_{\ell-M} \sum_{i=1}^{M} x_i x_{i-2M}$$

$$+ \sum_{i=1}^{M} x_i \zeta_{i-M} + b_{\ell} b_{\ell-M} \sum_{i=1}^{M} x_i \zeta_{i-2M}$$

$$+ b_{\ell-M} \sum_{i=1}^{M} x_i \zeta_i + b_{\ell-M} b_{\ell} \sum_{i=1}^{M} x_i x_{i-2M} \zeta_i$$

$$+ \sum_{i=1}^{M} \zeta_{i-M} \zeta_{i-M}.$$  

Although the systems do not require separate time slot to send the information bearing signal which increases the bit rate, this advantage is defeated by the low BER performance of the system due to multiple intrasignal interference terms in the correlator output.

2.3. COOK. In noncoherent COOK scheme, only one basis function is used as shown in Figure 4. Bit “1” is sent by continuous transmission of the chaotic signal $x_i$ within bit duration. Bit “0” is presented by null transmission within same duration. The modulation process is simple as controlling turning off and on the chaos generator. Clearly, the bit energy of transmitted signal takes either a positive value or zero depending on the symbol sent.

The receiver structure of COOK scheme is illustrated in Figure 5. Each incoming signal $r_i$ is multiplied by itself and averaged over the spreading sequence $M$ which represents simple energy detection process. However, setting threshold at the output is the major disadvantage of the COOK scheme; namely, that threshold value of the decision circuit depends on the noise level.
3. Proposed System Description

In this section, signal format of different chaos based systems including the proposed system is given before details of the DCOOK scheme are presented.

3.1. Signal Format. Different signal formats for different chaos based systems are illustrated in Figure 6. In CDSK and DCSK schemes, each bit is transmitted by sending a reference signal followed by information bearing signal. The information bearing signal is selected according to the transmitted bit and is either identical or inverted version from the reference signal as shown in Figure 6(a). The signal format of COOK scheme is shown in Figure 6(b); the transmitter sends one chaotic segment for bit "1" and no signal to be sent within the same bit duration for bit "0."

In our system, the source generates two identical, successive chaotic segments for bit "1" as shown in Figure 6(c). For bit "0," the source will stop emitting the chaotic signals for the same bit duration. Hence, average bit energy of DCOOK scheme is reduced to half compared to DCSK and CDSK schemes.

3.2. Transmitter and Receiver Description. In order to generate the signal in Figure 6(c), a baseband modulator is designed as shown in Figure 7, which appears to be a slightly modified version of DCSK transmitter [5].

For bit "1," chaos source is used to generate sample $x_i$ at each $i$th instant within the first half of bit duration. In the next half of bit duration that is after $M$ samples, the switch is connected to the delay element to send the same copy in the next half of the bit duration. For bit "0" transmissions, the chaotic source will be disabled and no transmission is required. Hence, the transmitted signal $s_i$ at any instant for a single information bit can be formulated as

$$s_i = \begin{cases} bx_i & 0 < i \leq M, \\ bx_{i-M} & M < i \leq 2M, \end{cases}$$

where $b \in \{1, 0\}$. 

Figure 6: Signal format for chaos based systems. (a) Differentially coherent schemes (CDSK and DCSK). (b) COOK scheme. (c) Proposed scheme (DCOOK).
Figure 7: DCOOK transmitter.

Figure 8: DCOOK receiver.

Figure 8 shows the DCOOK receiver; since coherent receiver requires the synchronized replicas of the chaotic carriers, which is actually quite difficult to achieve [1], differential coherent method is used to recover the information. Under the assumption that transmitter and receiver are synchronized in time, the received signal $r_i$ is multiplied by the received signal delayed by $M$, $r_{i-M}$, and correlator output is averaged over the last half of bit duration. Thus, the correlator output $Z_{DCOOK}$ can be written as

$$Z_{DCOOK} = \sum_{i=1}^{M} r_i r_{i-M}$$

(7)

In this paper, the channel under investigation is AWGN, and then the correlator output can be given as

$$Z_{DCOOK} = \sum_{i=1}^{M} (s_i + \xi_i) (s_{i-M} + \xi_{i-M})$$

$$= \sum_{i=1}^{M} (bx_{i-M} + \xi_i) (bx_{i-M} + \xi_{i-M})$$

$$= b \sum_{i=1}^{M} x_{i-M}^2 + b \sum_{i=1}^{M} x_{i-M} \xi_{i-M} + b \sum_{i=1}^{M} x_{i-M} \xi_i$$

$$+ \sum_{i=1}^{M} \xi_i \xi_{i-M}.$$  

(8)

Analyzing correlator output in (8), it can be easily noticed that there are two different possible outputs according to the value of $b$. The first term in (8) contains the useful signal energy which varies from one bit to another due to chaotic nature. The remaining are the zero-mean disturbance components, which are formed by the noise-signal and noise-noise products. It is important to keep in mind that these components are effective only if $b = 1$; otherwise, the correlator input will be only noise-noise term.

Correlator output is decoded by passing the correlator output $Z_{DCOOK}$ to a threshold detector which operates according to the following rule:

$$\hat{b} = \begin{cases} 1 & Z_{DCOOK} \geq \alpha, \\ 0 & Z_{DCOOK} < \alpha. \end{cases}$$

(9)

The delay element might be challenging for the transceiver integration in our proposed scheme. Fortunately, lots of programmable, picosecond-to-nanosecond-delayed digital delay lines can offer high-data-rate applications. For instance, sampling shift strategies equipped with ultrafast and low-power-consumption sampling techniques and various digital CMOS delay elements can be suggested [12].

4. BER Performance Evaluation

The performance of DCOOK scheme is evaluated analytically using Gaussian Approximation (4), which provides an accurate estimation of BER at large value of $M$. For small value of $M$, an integration method is preferred. This is due to the fact that bit energy is not constant for each transmitted bit [16]. The rest of the analyses will be based on the following [4, 5, 12]:

(1) Symmetric tent map, defined by the equation $x_{n+1} = 1 - 2|x_n|$, is applied to generate the discrete chaotic
signal. The chaotic sequence is stationary and is uniformly distributed from \((-1, 1)\) with zero-mean and computed variance \(V(x) = 1/3\) and \(V(x^2) = 4/45\) [4].

(2) Correlation between each chaotic segment \(x_i\) and its time shifted version \(x_{i+k}\) is for large value of \(k\) such that \(E(x_i x_{i+k}) = 0\).

(3) \(\zeta_i\) is not only statistically independent from \(x_i\) for any \((i, j)\), but also statistically independent from \(\zeta_j\) for any \(i \neq j\).

(4) At bit “1,” the transmitter sends \(2M\) consecutive \(x_i\) samples, while for bit “0,” null transmission is required. Therefore, average bit energy for DCOOK scheme can be given as \(E_b = (2M V(x) + 0)/2 = MV(x)\). This is exactly half bit energy for the differentially coherent systems such as DCFSK and CDSK.

By applying the previous assumptions and properties, the conditional probability distribution of \(Pr(Z_{DCOOK} \mid b=1)\) and \(Pr(Z_{DCOOK} \mid b=0)\) can be regarded as Gaussian distributed [5, 17]. However, average value and variance are different. \(Z_{DCOOK}\) histogram is shown in Figure 9.

Therefore, the performance can be fully characterized by calculating the means and variances as bit “1” and bit “0” transmission, respectively, as follows:

\[
E(Z_{DCOOK} \mid b=1) = M_i V(x) = E_b
\]

\[
V(Z_{DCOOK} \mid b=1) = \sum_{i=1}^{M} V(x_{i-M})
\]

\[
+ \sum_{i=1}^{M} V(x_{i-M}) V(\zeta_i)
\]

\[
+ \sum_{i=1}^{M} V(\zeta_i- M) V(\zeta_i)
\]

\[
= \frac{4}{5} MV(x) V(x)
\]

\[
+ 2MV(x) V(\zeta)
\]

\[
+ MV(\zeta) V(\zeta).
\]

Select \(V(\zeta) = N_\zeta / 2\) where \(N_\zeta\) is the noise power spectral density, and then (10) can be rewritten as

\[
V(Z_{DCOOK} \mid b=1) = \frac{4}{5} \frac{E_b^2}{M} + E_b N_\zeta + M N_\zeta^2 / 4. \tag{11}
\]

Similarly, we can find

\[
E(Z_{DCOOK} \mid b=0) = 0
\]

\[
V(Z_{DCOOK} \mid b=0) = M N_\zeta^2 / 4. \tag{12}
\]

Assuming \(Pr(0) = Pr(1)\) and for simplicity, we will chose threshold of the decision circuit in the middle between the average values of the correlator output \(\alpha = MV(x)/2 = E_b/2\). Then the average BER can be calculated as

\[
BER = \frac{1}{2} Pr(Z_{DCOOK} \leq \alpha \mid b=1)
\]

\[
+ \frac{1}{2} Pr(Z_{DCOOK} > \alpha \mid b=0)
\]

\[
Pr(Z_{DCOOK} \leq \alpha \mid b=1)
\]

\[
= \frac{1}{\sqrt{2\pi V(Z_{DCOOK} \mid b=1)}} \int_{-\infty}^{\alpha} e^{-\frac{(Z_{DCOOK} - E_b)^2}{2V(Z_{DCOOK} \mid b=1)}} dx
\]

\[
= Q\left( \frac{E_b}{N_\zeta \sqrt{16/5M}} \left( \frac{1}{(E_b/N_\zeta)^2 + 4 + M / (N_\zeta / E_b)} \right) \right)
\]

\[
Pr(Z_{DCOOK} > \alpha \mid b=0)
\]

\[
= \frac{1}{\sqrt{2\pi V(Z_{DCOOK} \mid b=0)}} \int_{\alpha}^{\infty} e^{-\frac{(Z_{DCOOK} - E_b)^2}{2V(Z_{DCOOK} \mid b=0)}} dx
\]

\[
= Q\left( \frac{E_b}{N_\zeta \sqrt{M}} \right),
\]

where \(Q(\cdot)\) is the Q-Function and is given by

\[
Q(y) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{y} e^{-x^2/2} dx. \tag{14}
\]
The final expression for BER can be formulated by

\[
\text{BER} = \frac{1}{2} \left[ Q \left( \frac{E_b}{N_0} \left( \frac{1}{16E_b/5MN_o + 4 + MN_o/E_b} \right) \right) + Q \left( \frac{E_b}{N_0} \frac{1}{\sqrt{M}} \right) \right] \quad (15)
\]

5. Simulation Results and Discussion

In this section, the theoretical expression to estimate the BER performance of DCOOK scheme is validated by simulation and with different scenarios. Additionally, the BER performance of DCOOK scheme, after threshold optimization, is compared with different chaos based system in AWGN channel environment.

According to (15), the BER of DCOOK scheme is calculated and validated by simulation. Keep the signal level at \( E_b/N_o = 11 \) dB and \( E_b/N_o = 16 \) dB and vary the spreading factor \( M \). An excellent matching between the prediction and simulation result as shown in Figure 10 can be noticed. It can also be observed that the proposed scheme has the optimal performance as both curves reach their bottom points at fixed \( E_b/N_o \) with \( M \) varying from 10 to 100. This behavior is caused by the fluctuations in \( E_b \) at small \( M \) and the noise-noise cross correlation at large \( M \). On the other hand, the derived equation is used to predict the BER at various \( E_b/N_o \), keeping \( M \) constant at \( M = 100, 200, 300, 500, 600, \) and 700. An agreement between the predicted value of BER and simulation result can be easily noticed in Figures 11, 12, and 13.

The BER performance of the proposed scheme is tested against the standard DCSK, CDSK, and COOK schemes in AWGN channel environment. Since the correlator output has different energy profiles for 0 and 1 as described earlier, then threshold optimization is required to enhance the performance of DCOOK scheme. One way to choose the optimum threshold is by testing different values of threshold within the range \((0, E_b/2)\).

At the optimized threshold, DCOOK scheme shows superior BER performance in comparison with the standard COOK scheme as shown in Figures 14, 15, and 16 at \( M = 500, 600, \) and 700, respectively. The reason behind this performance is the threshold optimization capability of DCOOK scheme over the COOK scheme. Obviously, in Figure 14, CDSK scheme seems always to be 1.5 dB worse than DCOOK scheme at BER of \( 1 \times 10^{-4} \) and this continue for all \( M \), the reason of which is that there are much more intrasignal interference terms in the CDSK correlator output.

Figure 10: BER performance versus spreading factor \( M \).

Figure 11: Simulated and theoretical BER performance of DCOOK at \( M = 100 \) and \( M = 200 \).

Figure 12: Simulated and theoretical BER performance of DCOOK at \( M = 300 \) and \( M = 500 \).
It is interesting to note that DCOOK scheme outperforms the BER performance of DCSK scheme by 1 dB at $M = 600$, while keeping the same performance at $M = 500$ and $M = 700$ using only half of bit energy used by DCSK scheme. As $M$ increases, BERs for all schemes become worse, which can be attributed to the increasing negative contribution from noise-noise cross terms in their corresponding correlator outputs.

6. Conclusion

In this paper, we present a new differential coherent system, DCOOK, which saves bit energy by half and improves BER. Each information bit is presented by sending either two identical chaos signals or no transmission. The performance of the proposed scheme is evaluated, and the bit error rate expressions are derived at Gaussian Channel condition. The theoretical BER expression is verified by simulation over a considerable range of spreading factor. Excellent agreement between the derived expression and simulation result is clearly observed. The BER performance of the proposed system is compared to DCSK, CDSK, and COOK schemes. Our analysis revealed that, at half bit energy, the proposed scheme outperforms DCSK and CDSK at average of 1.25 dB while DCOOK shows superior performance compared to COOK at wide range of spreading factor. Additionally, DCOOK offers double data rate compared to DCSK. Our future work will focus on evaluation of the proposed scheme over the Rayleigh fading channel.
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