Reliability Evaluation of Distribution Power Systems Based on Artificial Neural Network Techniques
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1. Introduction

Broadly speaking, electrical power distribution systems include all parts of electrical utility systems between bulk power sources and the consumers' service-entrance equipment. The main function of distribution network is to supply electrical power generated from large sources to consumers at desired voltage level and with a degree of appropriate reliability [1]. Reliability and efficient maintenance are crucial for the continuity of electrical energy. It is customary for moderate distribution networks to have a large number of nodes, to serve a vast geographical area and to ensure a safe operation at severe ambient conditions [2]. Distribution networks operating at several voltage levels including the networks of local or municipal unities are the primary parts of view; therefore, distribution system reliability evaluation is major preoccupation of the power company, in particular, in face of emergency and necessary reconfiguration.

The techniques used in power system reliability evaluation can be divided into the two basic categories of analytical and simulation methods. The analytical techniques are highly developed and have been used in practical applications for several decades [3]. Several methods [1–5] have been presented in literature for evaluating distribution system reliability; They have been divided in two abroad groups, firstly based on solution of logic networks and secondly on the solution of state-space models. Between them, these methods can accommodate most practical systems. In addition, the network methods for determining system reliability are comparatively simple and direct.

In this paper, it is proposed to solve the problem of distribution system reliability evaluation by ANN which can learn from patterns encountered previously. Many types of network exist [1–8], but this study described here focuses on three layer feed forward network with backpropagation learning rule [4]; the developed ANN was utilized to evaluate the distribution system reliability. Three different cases are studied on a real distribution system in (north Taiwan); the output of the result from the developed ANN is satisfactory compared with that computed by network method with sufficient learning, the ANN generates result very fast and incurs only tiny deviation. The ANN also has an advantage over
the network method in computing system reliability when one or more circuit breaker opens due to a fault or overhead switching. Under such situation, the network method repeats the whole computation procedure because the system logic diagram differs. Yet in the ANN approach the related links are simply modified by resetting their weights.

The paper organized as follows: section proposed methodology includes ANN approach Section 3 test systems for the case study and Section 4 where result and discussion and Section 5 are concludes the paper.

2. The Proposed Methodology

2.1. Artificial Neural Network (ANN) Approach. Among the various kinds of ANN approaches that exit, the backpropagation (BP) learning algorithm, which has become the most popular in engineering applications, was used in this study. This network has three layers, one input layer, one hidden layer, and one output layer. To train and test the neural networks, input data patterns and corresponding targets were required. In developing a ANN model, the available data set was divided into two sets, one to be used for training of the network (70–80% of the data), and the remaining was used to verify the generalization capability of the network. The mathematical background, the procedures for training and testing the ANN, and an account of its history can be found in the text by Haykin [6]. Input-output pairs are presented to the network, and weights are adjusted to minimize the error between the network output and actual value. Once training is completed, predictions from a new set of data may be done using the already trained network.

The Neural Networks Toolbox of MATLAB 5.2 was used to form the ANN. The log-sigmoid transfer function was used in the hidden layer (first layer) and output layer (second layer). Inputs of system determine the neuron number in the input layer of the network, and its outputs determine the neuron number in the output layer of the network. Thus, input layer of network has three neurons and the output layer has two neurons. Seven neurons were used in hidden layer. Neural network requires that the range of both the input and output values should be between 0.1 and 0.9. The following formula is used:

\[ \text{Actual Value} - \text{Minimum} \times (\text{high} - \text{low}) + \text{low}. \]

This equation is a widely employed method in unification [4, 5], where minimum is minimum data value, maximum is the maximum data value, high is the maximum normalized data which equals 0.9, and low is the minimum normalized data which equals 0.1.

The backpropagation network training function updates weight and bias values according to Levenberg-Marquardt optimization. The Levenberg-Marquardt algorithm is very well suited to neural network training, where the performance index is the mean squared error [14]. Mean squared error (MSE) that determines network performance is formulated as follows in (2). The backpropagations learning rule is an iterative gradient algorithm designed to minimize the mean square error between the actual output of multilayer feed forward network and desired output:

\[ \text{MSE} = \frac{1}{N} \sum_{i=1}^{N} (y_i - y_k)^2, \]

where, \( y_i \) is the predicted value of the \( i \)th pattern, \( y_k \) is the target value of the \( i \)th pattern, and \( N \) is the number of pattern.

An essential component of the rule is the iterative method that propagates error term required to adapted weights back from nodes in the output layer to needs in the lower layer. At the beginning, all weights and node offsets are set to small random values. The input values are presented, and desired outputs are specified. Then, the network is used to calculate actual output. As recursive algorithm, starting at the output nodes and working back to hidden layer, adjusts weights until they converge and the objective function is reduced to acceptable value. The training was repeated by presenting different sets of input data to the ANN.

3. Test Systems for the Case Study

3.1. Test System. A range of reliability indices were calculated for a number of studies. The methods for evaluating these indices are described in detail in [2] and applied to practical systems in [8]. The indices include load point indices. These are failure rate (A), outage time (r), annual unavailability (U), load disconnected (L), and energy not supplied (E). These can be system indices. These are SAIFI, SAIDI, CAIDI, ASAI, ASUI, ENS, and AENS. They are fully specified and defined in [2] and can be evaluated from the load point indices for a group of load points or the whole system. The studies performed include IlkV feeders. These studies consider the IlkV feeders only and ignore any failures in the 33 kV system, the 33/11 kV substation, and the IlkV breakers. They assume that the IlkV source breaker operates successfully when required, disconnects are opened whenever possible to isolate a fault, and the supply restored to as many load points as possible using appropriate disconnects and the alternative supply if available is 33 kV system. These studies evaluate the reliability indices at the IlkV supply point busbars. They ignore any failures on the incoming 33 kV supply circuits. They include the effect of passive and active failures [2] on all components from the 33 kV busbars down to the IlkV supply point busbars together with active failures on the outgoing 11 kV feeder breakers. This study system comprises one substation and feeders. As show in Figure 1, the substation is labeled X and feeders are labeled X1, X2, X3, . . . , X30 and the feeder load is show in Table 1.

3.2. The Reliability Indices. This index can then be combined with the customer composition in the distribution system to evaluate the system indices of SAIFI, SAIDI, CAIDI, ASAI, and so forth [7]. In the distribution area, the usual indices are the load point failure rate (or frequency), the average outage duration, and the average annual outage time. Normal utility practise is to measure distribution system performance in terms of SAIFI, SAIDI. This approach does not usually
encompass any discussion or appreciation that the customer-based indices can exhibit considerable natural variability on an annual basis, while still having the expected values determined by the analytical approach. In order to obtain this appreciation of the annual variability, it is necessary to include probability or frequency distribution concepts in the evaluation process to evaluate reliability of test distribution system; the following data are needed: (1) the load at each point, (2) the system configuration, (3) numbers of customer at each load point, (4) average failure rate \( \lambda \) of all component such as lines, transformers, breakers and so forth, (6) the restoration time \( r \) of each component, and (7) the switches times \( s \) of switches and breakers. With these data available at hand, the following two reliability indices are computed [5–7]: the system average interruption frequency index (SAIFI) and system average interruption duration index as following in (3) and (4):

\[
SAIFI = \frac{\text{Total number of customer interruption}}{\text{Total number of customer severed}},
\]

\[
SAIFI = \frac{\sum \lambda_i N_i}{\sum N_i}, \quad (3)
\]

\[
\text{SAIDI} = \frac{\text{Sum of customer interruption duration}}{\text{Total number of customer severed}},
\]

\[
\text{SAIFI} = \frac{\sum U_i N_i}{\sum N_i}, \quad (4)
\]

where \( \lambda_i \) is average failure rate and \( N_i \) is number of customer at load point.

4. Results and Discussion

In this work, the historical data of the test system for four years were provided by the power company. Using this data, the following cases were designed to study the applicability of the ANN approach. Case one prediction of the reliability

\[
\text{First year} \quad \text{Second year} \quad \text{Third year} \quad \text{Fourth year} \quad \text{Case 1} \quad \text{Case 2} \quad \text{Case 3}
\]

\[
\begin{array}{|c|c|c|c|c|c|c|}
\hline
\text{NM} & \text{ANN} & \text{Deviation (%)} & \text{NM} & \text{ANN} & \text{Deviation (%)} \\
\hline
0.3 & 0.25 & 0.2 & 0.15 & 0.1 & 0.05 \\
0 & 0 & 0 & 0 & 0 & 0 \\
\hline
\end{array}
\]

\[
\text{SAIFI values feeder X14 with deviation less than 0.25.}
\]

\[
\text{SAIFI values for feeder X12 with deviation less than 0.4.}
\]
Table 2: System average interruption frequency index values (SAIFI).

<table>
<thead>
<tr>
<th>Feeder14</th>
<th>Feeder12</th>
<th>System</th>
</tr>
</thead>
<tbody>
<tr>
<td>(NM)</td>
<td>(ANN)</td>
<td>Deviation (%)</td>
</tr>
<tr>
<td>Fist year</td>
<td>0.1292</td>
<td>0.1493</td>
</tr>
<tr>
<td>Second year</td>
<td>0.14935</td>
<td>0.01493</td>
</tr>
<tr>
<td>Third year</td>
<td>0.11915</td>
<td>0.1191</td>
</tr>
<tr>
<td>Fourth year</td>
<td>0.17565</td>
<td>0.17575</td>
</tr>
<tr>
<td>Case 1</td>
<td>0.0827</td>
<td>0.08235</td>
</tr>
<tr>
<td>Case 2</td>
<td>0.0758</td>
<td>0.07045</td>
</tr>
<tr>
<td>Case 3</td>
<td>0.0763</td>
<td>0.07605</td>
</tr>
</tbody>
</table>

Table 3: System average interruption duration index values (SAIDI).

<table>
<thead>
<tr>
<th>X14</th>
<th>X12</th>
<th>System</th>
</tr>
</thead>
<tbody>
<tr>
<td>(NM)</td>
<td>(ANN)</td>
<td>Deviation (%)</td>
</tr>
<tr>
<td>Fist year</td>
<td>0.1292</td>
<td>0.1293</td>
</tr>
<tr>
<td>Second year</td>
<td>0.14935</td>
<td>0.1493</td>
</tr>
<tr>
<td>Third year</td>
<td>0.1193</td>
<td>0.1191</td>
</tr>
<tr>
<td>Fourth year</td>
<td>0.1757</td>
<td>0.1758</td>
</tr>
<tr>
<td>Case 1</td>
<td>0.0827</td>
<td>0.0824</td>
</tr>
<tr>
<td>Case 2</td>
<td>0.0758</td>
<td>0.0754</td>
</tr>
<tr>
<td>Case 3</td>
<td>0.0713</td>
<td>0.0711</td>
</tr>
</tbody>
</table>

Figure 4: SAIFI values for feeder whole system with deviation less than 0.55.

Figure 5: SAIDI values for feeder X14 with deviation less than 0.25.

indices of 1996 by feeding the ANN with system data from 1996 to 1995. Case 2. Evaluation of reliability indices when the feeder X14 is overload and part of its load is switched to X12. Case 3. Evaluation of the reliability indices when a fault occurs in feeder X14. The fault location is indicated by the arrow in Figure 1.

The developed ANN is shown in Figure 1. The data of feeder X11, X12, ..., X22 enter the network from the input layer. The output layer result value of SAIFI, SAIDI of the whole system and each feeder. Corresponding to the number of lines, buses, circuit breaker, and transformer of each feeder, this network contains 1809 nodes in the input layer, 18 nodes in output layer, and 100 nodes in the hidden layer.

The SAIFI, SAIDI values of X14, X12, and the whole system are given in Tables 2 and 3, respectively, the values computed by ANN are compared with results from the network method. The deviations are found in Tables 2 and 3; also the deviation is illustrated in Figures 2–7. It has found that the deviations of the values computed by the proposed approach from those network methods are less than 0.005.
The required running time on ASUN network environment is less than 2 s, and the time required for the network method is 3.5 times greater than of ANN approach.

5. Conclusions

This paper has presented evaluating the reliability of distribution systems and backpropagation neural network model with a numbers of input layer—hidden layer—output layer constructed this neural network approach could be considered as alternative and practical techniqueing to evaluate distribution system indices. The cases were designed to demonstrate the capability of develop the neural network. With sufficient learning from historical data, the reliability indices of the normal, overload, and faulted conditions are computed with tiny deviations, below 0.005 from the results by the network method. The required computing times are less than 2 s. Although ANN approach is generally time consuming if one wishes to develop the best configuration for training period, it is feasible due to its ability to learn and generalize a wide range of experimental conditions. This makes ANN a powerful tool to assist distribution system for solving complicated engineering problems.
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