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Mosaics are images obtained by cementing together small colored fragments and are an ancient example of discrete primitive-based images. Artificial mosaics are illustrations composed by a set of small images called “tiles” that tessellate a source image aiming to reproduce the original visual information in a mosaic-like style. In this paper, we propose a mosaic generation technique based on gradient vector flow (GVF) together with a set of tile cutting heuristics evaluated according to aesthetic criteria. The effectiveness of the proposed approach has been confirmed by a series of tests and comparisons with state-of-the-art techniques.

1. Introduction

Art often provides valuable hints for technological innovations especially in the fields of image processing and computer graphics. Non-Photorealistic Rendering (NPR) is a successful area of computer graphics and it is nowadays applied to many relevant contexts: scientific visualization, information visualization, and artistic style emulation [1–4]. Within NPR, the recent approach to digitally reproduce artistic media (such as watercolors, crayons, and charcoal) and artistic styles (such as cubism, impressionism, and pointillism) has been gaining momentum and is very promising [3–7]. Several denominations have been proposed for this narrower area within NPR: artistic rendering (AR) [1] and computational aesthetics (CA) [8] are among the most popular ones. Its main goal can be resumed as follows: to reproduce the aesthetic essence of arts by means of computational tools.

The focus of this paper is related to novel methodologies for the automatic generation of ancient digital mosaics [9, 10]. Mosaics, in essence, are images obtained by cementing together small colored fragments. Likely, they are the most ancient examples of discrete primitive-based images [11, 12]. In the digital realm, mosaics are illustrations composed by a collection of small images called “tiles.” The tiles tessellate a source image with the purpose of reproducing the original visual information rendered into a new mosaic-like style. The same source image may be translated into many strikingly different mosaics. Factors like tile dataset, constraints on positioning, deformations, and rotations of the tiles are indeed very influential upon the final results. As an example, the creation of a digital mosaic resembling the visual style of an ancient-looking manmade mosaic is a challenging problem because it has to take into account the polygonal shape and the size of the tiles, the need to pack the tiles as densely as possible, and, not least, the strong visual influence that tile orientation has on the overall perception of the mosaic. In particular, orientation cannot be arbitrary but it is constrained to follow the gestalt choices made by the author of the source picture. Tiles, hence, must follow and emphasize the main orientations chosen by the artist. In this work we extend our previous mosaic generation approach introducing some computational tools able to emulate the artistic “cut” often used by real mosaicists. This paper provides two kinds of cutting methods and parameters setting that control the cutting by making use of ad hoc analysis and experiments. Previous mosaic studies have focused on the decision of optimal position (high coverage of tiles, edge preservation, and minimization of overlap) of predefined shaped tiles. On the other hand, this study focuses on the tile cutting process, so that better tiling can be available. We have also performed
several experiments to numerically evaluate, with respect to the various involved parameters, some aesthetic criteria such as total coverage area and number of tiles.

The rest of this paper is organized as follows: Section 2 reviews the main digital mosaic generation techniques. Section 3 describes the proposed 2D approach, whereas Section 4 introduces the tile cutting heuristics. Finally, Section 5 reports the experimental results, and Section 6 is devoted to final discussions and suggestions for future works.

2. Related Works

The first attempt to reproduce a realistic ancient mosaic was presented by Hausner [13] who also proposed a mathematical formulation of the mosaic problem. Lots of artificial mosaic generation techniques have been then proposed (for a complete survey see [9,10]). The key of any technique aimed at the production of digital ancient mosaics is the tile positioning and orientation. The methods proposed in the literature use different approaches to solve this problem, obtaining different visual results. Some techniques are based on a Centroidal Voronoi Diagrams (CVD) approach [13–15], whereas other methods [16–19] compute a vector field by making use of different strategies (i.e., graph cuts minimization [20], gradient vector flow [21]). Tile positioning is then performed with iterative strategies [13–16] or reproducing the ancient artisans style by using a “one-after-one” tile positioning [17, 22, 23]. A different nondeterministic approach is used in [24]. In the following we provide additional details about some techniques that are in some way related to the proposed one (cut strategy, vector field, etc.).

The algorithm presented in [22, 23], based on directional guidelines and distance transform, is able to lead to very realistic results by employing some image-processing techniques to obtain a precise tile placing. The authors, in order to obtain a high degree of similarity in terms of style with respect to ancient mosaics, also consider tile cutting.

A novel technique for ancient mosaics generation has been presented in [16] and further refined in [25]. Tile orientation field is generated considering the strong edges of the underlying image. Moreover, orientations are forced to vary smoothly in order to produce pleasing mosaics and reduce the gap between tiles. This field is obtained by using a global optimization approach (α-expansion algorithm) [20]. The packing of the tiles is then performed in two steps. First, a set of mosaic layers (\(M_1, M_2, \ldots, M_n\)) is generated. Later, the mosaic layers are stitched together taking into account gap space minimization, the absence of broken tiles, and the crossing of strong edge intensity (no cutting is employed). This task is performed through the graph cuts algorithm [20].

Preliminary version of this paper has been published in [17]. Compared to [17], we have improved the algorithm including tile cutting capability by making use of proper heuristics together with a deep study about the impact of the involved parameters with respect to the overall quality of the generated mosaic. Moreover additional comparisons with state-of-the-art approaches, both in terms of quality and computational time, are now provided.

3. 2D Mosaic Generation Approach

The proposed approach of artificial mosaic generation is based on the following two steps:

(i) GVF (gradient vector flow) field computation-based on [21] algorithm;

(ii) Rule-based tile positioning.

GVF is a dense force field designed by the authors of [21] in order to solve the classical problems that affect snakes: sensitivity to initialization and poor convergence to boundary concavity. Starting from the gradient of an image, this field is computed through diffusion equations. GVF is a field of vectors \(v = [v_x, v_y]\) that minimizes the following energy function:

\[
E = \int \mu \left( \frac{\partial v_x}{\partial x}^2 + \frac{\partial v_y}{\partial y}^2 + \frac{\partial v_y}{\partial x}^2 + \frac{\partial v_x}{\partial y}^2 \right) + |\nabla f|^2 |v - \nabla f|^2, \tag{1}
\]

where the subscripts represent partial derivatives along \(x\) and \(y\) axes, respectively, \(\mu\) is a regularization parameter, and \(|\nabla f|\) is the gradient computed from the intensity input image. Due to the formulation described above, GVF field values are close to \(|\nabla f|\) values where this quantity is large (energy \(E\), to be minimized, is dominated by \(|\nabla f|\) and \(|\nabla f|^2\) and are slow-varying in homogeneous regions (the energy \(E\) is dominated by the sum of the squares of the partial derivatives of GVF field). An example of GVF field is shown in Figure 1. This vector field can be then used to effectively drive tile positioning. Edge information is preserved, propagated in the close regions, and merged together in a smoothly way.

Let \(I\) be the input image to be mosaicized. In order to simplify the algorithm, we work only on the luminance channel of the image \(I\), eliminating hue and saturation information. The luminance \(L(I)\) is then equalized and the discrete gradient of the results is calculated, by means of crossing difference. The equalization process, especially for natural images, allows to normalize the overall gradient distribution. The horizontal and vertical components of the gradient \(\nabla L(I)\)
Input: A Raster Image \( I \)
Output: Artificial Mosaic of Image \( I \)

\[
\begin{align*}
L(I) &= \text{Luminance}(I) \\
G(I) &= \text{Robert's Gradient}(\text{Equalize}(L(I))) \\
[u, v] &= GVF(G(I))_{\omega, \mu, n\text{Iterations}} \\
gvf(I) &= (u^2 + v^2)^{1/2} \\
\end{align*}
\]

Sort in queue \( Q \) pixels \((i, j)\) according to decreasing \( gvf(i, j) \) values. Only pixels whose \( gvf \) is greater than a threshold \( T \) go into \( Q \).

\[
\text{while } Q \text{ is not empty do} \\
\text{Extract pixel } P \text{ from } Q \\
\text{Place a tile in } P \text{ at angle} \\
\alpha = \tan^{-1}(v(i, j)/u(i, j)) \\
\text{if in this way the tile overlaps with previously placed tiles then} \\
\text{Skip tile positioning} \\
\text{end} \\
\text{for } j = 1 \text{ to } \text{length}(I) \text{ do} \\
\text{for } i = 1 \text{ to } \text{width}(I) \text{ do} \\
\text{Place a tile in the pixel } (i, j) \text{ at angle} \\
\alpha = \tan^{-1}(v(i, j)/u(i, j)) \\
\text{if in this way the tile overlaps with previously placed tiles then} \\
\text{Skip tile positioning} \\
\text{end} \\
\text{end}
\]

Algorithm 1: Mosaic generation algorithm.

Ancient mosaicists could make use of irregular tiles in the mosaic creation. Irregular tiles are suited to follow principal image edges, properly cover the image canvas obtaining hence visually pleasant mosaics. In our case, taking into account well defined ancient styles [12], both the tile size and its shape \( \text{(i.e., rectangular)} \) are designed at the beginning of the process. The final mosaic \( \text{(with irregular tiles)} \) is then obtained employing tile-merging and tile-cutting strategies as better specified below. Notice that a simple approach \( \text{(to overcome the rectangular limitation)} \) that considers little more jittered shapes with a random number of sides and side length, placing these random tiles in the image, cannot work in practice due to the minor percentage of covered area.

The original approach has been extended by considering two different strategies of tile cutting: subtractive and shared cut. The former cuts only the novel tiles; that is, tiles that are not already present in the mosaic; the latter cuts both novel and already placed tiles \( \text{(shared cut actually unions two tiles and can be considered a tile-merging strategy)} \). Both strategies together with the involved parameters are described in the following subsections. In particular when the tile to be placed overlaps with some already placed tiles \( \text{(Algorithm 1)} \), a series of cutting heuristics is properly introduced.

4.1. Shared Cut. Let \( P \text{ and } N \) be the tile already placed and to be placed \( \text{(novel)} \), respectively. Their intersection creates some novel vertexes placed on their border. The cutting is performed considering the line connecting these vertexes \( \text{(see Figure 2)} \). As already stated before, the cut is
Figure 3: Shared cut. If both cuts satisfy the aforementioned constraints, cut (c) is chosen. In this way a smaller area is removed from the novel tile.

Figure 4: Subtractive cut. If both cuts satisfy the aforementioned constraints, cut (c) is chosen. In this way, a smaller area is removed from the novel tile.

Figure 5: Percentage of covered area. Colors represent several $R_N$ values: 1/4, 1/3, 1/2, and 1.
performed both on tile$_p$ and tile$_N$, sometimes more complex configurations can arise and have to be taken into account in the tile cutting process. Considering as example, two tiles placed on the border of the canvas (Figure 3), several lines can be used for tile cutting. In these cases, the line that removes the minimum amount of the tile$_N$ is chosen. This choice increases the probability of placing the tile$_N$. In fact, this tile could undergo further cutting, and the limit imposed by the involved thresholds (see Section 4.3) could not be satisfied.

It is worth noting that the shared cut creates convex tiles without irregular parts. However, it should be carefully used because it tends to increase the sides of polygons and round shapes.

4.2. Subtractive Cut. Sometimes the shared cut cannot be used (e.g., further cutting of the placed tiles cannot be done due to the limit specified in Section 4.3); in these cases, the subtractive cut could be useful. It does not modify the already placed tiles but removes part of the novel tile.

As shown in Figure 4, two possible cuts can be considered along the side of the tile already placed. In order to preserve more information and increase the possibility of satisfy all the constraints about tile cutting, the cut removing less area is chosen. It is worth noting that the subtractive cut gives higher importance to the already placed tiles (the orientations of their sides are taken into account in the cutting).

4.3. Tile Cutting Parameters. Both shared and subtractive tile cuts work together to achieve locally a configuration able to maintain high degree of realism in terms of comparisons with artisan works (e.g., limited the number of sides, no too complex shape, etc.) maintaining at the same time the peculiarity of an ancient mosaic (e.g., maximum coverage area, positioning along main oriented underlying structures, etc.). The two involved strategies depend on a set of thresholds detailed as follows.

(i) $T_p$, maximum percentage of total cut area, from an already placed tile.
(ii) $S_p$, maximum percentage of cut area, with a single cut, from an already placed tile; it should be noted that $S_p \leq T_p$. 

Figure 6: Percentage gain in the number of tiles compared to the mosaic without cuts. Colors represent several $R_N$ values: 1/4, 1/3, 1/2, and 1.
Figure 7: Average number of sides per tile. Colors represent several $R_N$ values: 1/4, 1/3, 1/2, and 1.

Figure 8: Examples of mosaics obtained by using only subtractive cut with $T_N$ ranging from 0% (no cut) to 50% (step of 10%) and the ratio between single and total cut $R_N$ fixed to $1/2$.

Figure 9: Examples of mosaics obtained by using both subtractive and shared cuts with $T_N$ ranging from 0% (no cut) to 50% (step of 10%), $R_N$ and $R$ fixed to $1/2$. 
(iii) $T_N$, maximum percentage of total cut area, from a novel tile.
(iv) $S_N$, maximum percentage of cut area, with a single cut, from a novel tile; it should be noted that $S_N \leq T_N$.

Let $A_i^N$ be the original tile area (i.e., the area of the rectangular shape the tile has when it is generated) of the novel tile and $A_i^P$ the area of the already placed tile. Let $A_i^N$ and $A_i^P$ be the corresponding tile area after the $i$th cut.

The tile cutting of a novel tile has to satisfy the following constraints:

$$\frac{A_i^N - A_{i+1}^N}{A_0^N} \leq S_N, \quad i = 1, \ldots, M_N - 1,$$

$$\frac{A_0^N - A_{M_N}^N}{A_0^N} \leq T_N,$$

where $M_N$ is the overall number of cuts performed on the novel tile. The tile cutting of an already placed tile has to satisfy the following constraints:

$$\frac{A_i^P - A_{i+1}^P}{A_0^P} \leq S_P, \quad i = 1, \ldots, M_P - 1,$$

$$\frac{A_0^P - A_{M_P}^P}{A_0^P} \leq T_P,$$

where $M_P$ is the overall number of cuts performed on the already placed tile. Notice that there is subtractive cut if $T_P = 0$ or $S_P = 0$.

4.4. Tile Cutting Parameter Setting. To better reproduce fine details of the original picture, a good mosaic should cover the canvas as much as possible. On the other hand, to preserve the “mosaic effect,” according also to [12], the number of tiles should be limited and their shapes should be simple.

As already stated in the previous section, tile cutting depends on several parameters. In order to set them properly, some tests have been performed to study their impact on the final generated mosaic. The variability of image content has been considered including in our test set both photographic and clip art images. Several mosaics have been generated from each image of the dataset with various tile cutting parameter values. Some objective measures have been hence derived to describe the properties of the generated mosaic. In particular we have considered the percentage of covered area (Figure 5), the percentage of gain in the number of tiles compared to the mosaic without cuts (Figure 6), and the average side number of the tiles (Figure 7). The experiments related to subtractive cut have been performed with $T_N$ ranging from 0% (no cut) to 50% (step of 5%), and the ratio between single and total cut $R_N$ is defined as follows:

$$R_N = \frac{S_N}{T_N}, \quad R_N \in \left\{ \frac{1}{4}, \frac{1}{3}, \frac{1}{2} \right\}.$$  (4)

The experiments related to shared cut have been performed considering also the ratio between the total cut over the already placed and the novel tile as follows

$$R = \frac{T_P}{T_N}, \quad R \in \left\{ \frac{1}{2}, \frac{2}{3}, 1 \right\}. $$  (5)

The ratio between the single and total cut of the already-placed tile ($R_P$) is equal to $R_N$. The covered area is proportional to $T_N$ and $R$ (Figure 5). Moreover, high values of $R_N$ (and $R_P$) should be avoided. Performing a big single cut (i.e., $S_N$ and $S_P$ close to $T_N$ and $T_P$, resp.) creates some holes that cannot be covered later. As can be easily seen from Figure 6, the percentage increase in the number of tiles compared to the mosaic without cuts is proportional to $T_N$ and $R_N$ (and $R_P$).

The dependence of the average number of tile sides with respect to the aforementioned parameters has been studied in Figure 7. Decreasing $R_N$, small but frequent cuts are performed producing complex shapes with a higher number of sides. This trend becomes worse with shared cut at the increasing of $R$. Finally, side number first increases with $T_N$, later decreases due to the higher possibility of performing single cuts.
The analysis of the behavior of the proposed approach at the varying of the involved parameters has shown that the increasing of the covered area is obtained, as expected, by using a higher number of complex tiles (see Figures 8 and 9).

The overall analysis reported above has allowed us to link our computational tool with aesthetic criteria devoted to control accordingly the mosaic generation process.

5. Experimental Results

In order to show the effectiveness of the proposed method, several tests and comparisons with state-of-the-art approaches have been conducted. Specifically, a first test compares the proposed artificial mosaic generation approach with Di Blasi and Gallo [22] and Liu et al. [25] techniques both in terms of visual appearance and execution time.
This test has been performed without considering tile cutting strategies.

Further comparisons have been also conducted to properly test the effectiveness of the tile cutting heuristics. Specifically, our solution has been compared with the technique proposed by Di Blasi and Gallo [22].

5.1. 2D Mosaic Generation Technique Comparison. To assess the overall aesthetic quality, the proposed method has been compared with the mosaics obtained by Di Blasi and Gallo [22] and Liu et al. [25] by using their original implementations. Three different images for mosaic generation (Figure 10) have been selected: Madonna (1012 × 1351), Peasant (910 × 1106), and Kodim04 (512 × 768). For the sake of comparisons, each image has been mosaicized making use of the same rectangular shape.

As shown in Figure 11, our technique is able to preserve fine details. This happens because high-frequency areas have a higher priority on tiles placing. Moreover, gaps (i.e., area left uncovered) are properly distributed. On the contrary, Di Blasi and Gallo’s [22] algorithm creates some long “cracks” in the mosaicized images, whereas the proposed approach achieves in the same regions a pleasant smoothness. The waves generated by main edges propagate far from their original points creating unpleasant mosaic regions.

Liu et al.’s [25] approach produces very pleasant mosaics both in terms of detail preservation and gap distribution. However, it should be observed that its complexity, both in terms of memory and computational resources, is sensibly higher than that of the proposed approach (see Table 1). Moreover, this approach creates unpleasant artifacts in the left and bottom border, of the image. In Figure 12, the execution time of the considered approaches is reported at the varying of image size. The image under analysis is Madonna at different scales with tile size equal to 9 × 9 pixels. All the tests have been performed on a Intel(R) Core(TM)2 Duo CPU 2.53 GHz. Although our algorithm has been entirely implemented in JAVA, whereas the Liu et al.’s [25] approach is implemented in C++, we outperform it in terms of execution time. Liu et al.’s [25] technique does not scale well with the increasing of the image size; in our test, it reaches its limit of image size. The image under analysis is Madonna at different scales with tile size equal to 9 × 9 pixels. All the tests have been performed on a Intel(R) Core(TM)2 Duo CPU 2.53 GHz. Although our algorithm has been entirely implemented in JAVA, whereas the Liu et al.’s [25] approach is implemented in C++, we outperform it in terms of execution time. Liu et al.’s [25] technique does not scale well with the increasing of the image size; in our test, it reaches its limit of image size.

To further validate our approach, some comparisons have been performed considering the approach proposed in [22] (see Figures 13 and 14). Five images have been used in our tests: Madonna, Peasant, Kodim04, The Scream, and Kodim09. Di Blasi and Gallo [22] obtain a high degree of realism. The percentage of covered area is pretty high but it is achieved by making use of an elevated number of small and complex tiles. Moreover, the algorithm is not able to properly combine information coming from different edges of the images, producing some unpleasant artifacts. On the contrary, our approach obtains a satisfactory coverage area maintaining at the same time an acceptable number of tiles with a low number of sides. Moreover, the properties of GVF about edge information propagation permit us to obtain graceful results (no visually artefact). It should be noted that a simple 2D mosaic can be better used as starting point for other image manipulations (e.g., 3D mosaic generation [27]).

5.2. Tile Cutting Experiments. In order to visually assess the quality of the proposed tile cutting heuristics, a series of mosaics have been generated. Although the optimal setting of the parameters depends on the image under analysis and on the subjectivity of the user, a good tradeoff is as the following:

\[
R = \frac{1}{2}, \quad R_N = \frac{1}{2}, \quad T_N = 35\%, \quad S_N = 17.5\% \]

\[
T_P = 17.5\%, \quad S_P = 8.75\%.
\]

Table 1: Execution time (seconds) of the considered approaches on the test images.

<table>
<thead>
<tr>
<th>Technique</th>
<th>Madonna (1012×1351)</th>
<th>Peasant (910×1106)</th>
<th>Kodim04 (512×768)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed approach</td>
<td>25 sec</td>
<td>20 sec</td>
<td>9 sec</td>
</tr>
<tr>
<td>Di Blasi and Gallo [22]</td>
<td>11 sec</td>
<td>8 sec</td>
<td>4 sec</td>
</tr>
<tr>
<td>Liu et al. [25]</td>
<td>420 sec</td>
<td>400 sec</td>
<td>155 sec</td>
</tr>
</tbody>
</table>

Table 2: Execution time (seconds) of the considered approaches on the test images employing tile cutting strategies.

<table>
<thead>
<tr>
<th>Technique</th>
<th>Madonna</th>
<th>Peasant</th>
<th>Kodim04</th>
</tr>
</thead>
<tbody>
<tr>
<td>Di Blasi and Gallo [22]</td>
<td>40 sec</td>
<td>45 sec</td>
<td>20 sec</td>
</tr>
<tr>
<td>Proposed approach</td>
<td>70 sec</td>
<td>50 sec</td>
<td>20 sec</td>
</tr>
</tbody>
</table>

FIGURE 12: Execution time comparison at increasing image size.
The execution time related to the considered techniques has been also reported in Table 2.

6. Conclusions

In this paper, we have proposed a novel algorithm for artificial mosaic generation. Our contribution has been twofold. Several comparisons have been performed among several state-of-the-art approaches both in terms of aesthetical appearance and computational demands. Moreover, several heuristics have been introduced to properly manage tile cutting, producing hence graceful mosaics with irregular tiles. The effectiveness of our approach has been demonstrated through a series of experiments and comparisons with recent techniques. Future work will be devoted to study the dependence of tile size with respect to image content and size.
Figure 14: Visual comparisons of artificial mosaic techniques—our approach on the left (a, c, e, g) and Di Blasi and Gallo [22] on the right (b, d, f, h).
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