Regression Cloud Models and Their Applications in Energy Consumption of Data Center
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As cloud data center consumes more and more energy, both researchers and engineers aim to minimize energy consumption while keeping its services available. A good energy model can reflect the relationships between running tasks and the energy consumed by hardware and can be further used to schedule tasks for saving energy. In this paper, we analyzed linear and nonlinear regression energy model based on performance counters and system utilization and proposed a support vector regression energy model. For performance counters, we gave a general linear regression framework and compared three linear regression models. For system utilization, we compared our support vector regression model with linear regression and three nonlinear regression models. The experiments show that linear regression model is good enough to model performance counters, nonlinear regression is better than linear regression model for modeling system utilization, and support vector regression model is better than polynomial and exponential regression models.

1. Introduction

In a 7 × 24 running cloud data center, energy model is one of the most important researches in green computing [1]. In a cloud data center, or data center for short, both users and administrators need to know how the energy of servers is consumed according to their behaviors, and thus they can minimize the total consumed energy. Along with support of energy monitoring by hardware, energy consumption of most hardware can be measured in run-time [2]. However, in order to further predict future energy consumption, researchers need to build energy model by their own. During the modeling of energy consumption, researchers need to capture the relationships between hardware resources and their energy consumptions.

Nowadays, as the scale of data center becomes larger and larger, the total energy consumption of data center becomes bigger and bigger and the energy model becomes more complex. Each cloud service, such as SaaS (Software as a Service) [3], PaaS (Platform as a Service) [4], or IaaS (Infrastructure as a Service) [5], has different energy optimization methods, and these methods cannot be migrated to other services directly. However, a unified energy framework [6] includes the following three basic steps. Firstly, it needs to sample or collect factors that affect the energy consumption of the whole system or some hardware components. Commonly used sampling methods are classified into performance counters based and system utilization based. After collecting factors that affect energy consumption, we must combine them together with a suitable model. The more suitable the model, the more accurate the energy prediction we will get in the future. Finally, based on the proposed model, one can focus on factors that affect energy consumption the most, monitor their energy consumptions, and schedule running tasks to minimize the total energy consumption.

In this paper, we analyzed the energy consumption of data center by each computing node and analyzed different regression models and their performances on predicting energy consumption. The contributions of the paper are as follows:

(i) We gave a performance counter based energy model framework and analyzed different linear regression models. According to experiments, we concluded that all kinds of linear models had similar prediction...
performance, and it was enough to model energy consumption with linear models for the performance counters.

(ii) We analyzed linear and nonlinear regression models based on system utilization and proposed a support vector regression model.

(iii) We did lots of experiments for the system utilization based energy models and had the following conclusion. Nonlinear regression models are better than linear regression model, and our support vector regression model is better than polynomial and exponential regression models.

The rest of the paper is organized as follows. Section 2 describes related works about energy model. In Section 3, we give a performance counter based energy model framework, analyze different regression methods for the system utilization based energy model, and propose a support vector regression energy model. Experiments and conclusion are in Sections 4 and 5, respectively.

2. Related Works

In order to control or reduce the energy consumption of a huge data center, researchers should first understand how energy is consumed, so building energy model for a data center is the basis. Most energy models can be classified into system utilization based and performance counters based [6]. However, there are also some environment oriented models.

2.1. System Utilization Based Model. In system utilization based model, researchers model the energy consumption of the whole system based on components. Fan et al. [7] built a linear regression model for total energy consumption of the whole system using CPU utilization and validated its effectiveness. However, after studying the 177 specimen of SPECpower from years between 2007 and 2010, Hsu and Poole [8] found that energy consumption of servers had changed a lot. Since 2008, both hardware providers and system software providers had proposed their own energy management frameworks, and many of them are not simple linear models. In [8], Hsu and Poole proposed a unitary exponential model for computation intensive applications, and the parameters in the model were from experience, and thus their model were not applicable to other applications. Beloglazov et al. [9] utilized the maximal power of servers, CPU utilization, and the energy ratio of idleness to maximal power to model the energy consumption.

In addition, there are some researches that study the whole system by analyzing each component. These researches detached the whole system into CPU, memory, disks, I/O, and so on and built multiple linear regression models. Economou et al. [10] applied noninvasive method to model energy consumption of the whole system, and the model was built after one calibration. In the experiments, they compared the performance of their model on servers with different energy and workload. Beside hardware components, Lewis et al. [11] took the temperature of environment and bus activities into consideration and predicted the long time energy consumption of servers. Kliazovich et al. [12] modeled the energy of servers by power and frequency of CPUs and a constant. In their model, all components except for CPUs were considered to be constant. In the DENS schedule algorithm, Kliazovich et al. [13] described an energy model of the whole data center, where computing nodes were linear model of CPU utilization, and switch was multivariate function. Lee and Zomaya [14] used the maximal power, the minimal power, and current power of CPUs to model the energy consumption.

2.2. Performance Counter Based Model. In order to further improve the accuracy of energy model, researchers proposed performance counter based energy models along with the development of CPU. By reading data from performance counters together with features of the underlined components, many energy models could be built. For example, according to analyzing memory energy consumption, researchers found that the main energy consumption for memory was read/write throughput [8]. In order to acquire throughput of memory, we can record the missing number of the last level cache, and this can be easily accessed.

In addition, some researchers used data of performance event to build energy model. They studied specified CPUs and fixed the events that needed to be sampled; however their methods could not be applicable to other situations. Isci and Martonosi [15] sampled data for 22 events and built linear energy model based on all events’ maximal power. This model is much more complex and needs to sample much data and cannot be deployed into cloud data center.

2.3. Environment Oriented Model. For some specified computing environments, researchers studied environment oriented energy models. In the MapReduce environment, Li et al. [16] analyzed the workload data for each Map, Merge, and Reduce step and built an energy model based on linear regression. They analyzed computing intensive and I/O intensive two classical MapReduce applications. For MPI/OpenMP environment in large scale multicore data center, Wu et al. [17, 18] built an application-centered energy model for CPUs and memory components, and the main target of their research is to differentiate the energy consumption between OpenMP and MPI.

In addition, Farahnakian et al. [19] propose a KNN regression approach for predicting energy consumption in data centers. However, this approach is a heuristic regression model, but we analyze different kinds of regression models, especially on support vector regression. Beloglazov et al. [9] also propose a heuristic energy predicting approach and the underlying model is not a regression model. By experiments, we validate that regression model is good enough for prediction in such situation, so nonregression model is not necessary.

3. Modeling Energy with Regression Methods

3.1. Modeling Performance Counter. Since Pentium series, the Intel processors have introduced performance monitoring system by some specified performance counters. According
to these performance counters, we can acquire the performance of processors and thus optimize the performance of the compiler and even the whole system. Generally speaking, the events that can be monitored in processors include instructions, cache, and table lookup buffer. Though these events affect energy consumption of the whole system, they have different weights. By linear equation, we give different events different weights and estimate these weights by historical data. The energy model based on performance counters is as follows:

\[ P = C_0 + \sum_{i=1}^{n} C_i p_i, \quad (1) \]

where \( C_0 \) is a constant, \( n \) is the number of monitored events, \( p_i \) is the sampled event of performance counter, which represents its energy consumption, and \( C_i \) is the weight of event \( i \).

Nowadays, these are many tools that can be used to collect information of performance counters, such as OProfile [20] and Perf [21]. By these tools, applications can acquire energy statistics of hardware components with power management unit. Perf is a system performance optimization tool in Linux kernel and has advantages in adaptation and developing activity. In this paper, we apply Perf to sample performance counters.

3.2. Modeling System Utilization. Except for performance counters, we also apply system utilization to model the energy consumption. In this paper, we mainly focus on system utilization of CPU, memory, storage, and I/O and consider other parts of the system as constant.

3.2.1. CPU Utilization Energy Model. CPU consumes lots of energy in a system, but it can adjust energy consumption conveniently. So adjusting the status of CPUs in a data center is the main energy-saving method.

In [22], the energy model of CPUs is a simple linear regression, which can be described as

\[ P = C_0 + C_1 U_{\text{CPU}}, \quad (2) \]

where \( C_0 \) is a constant, \( U_{\text{CPU}} \) is the utilization of CPU, and \( C_1 \) is its weight. However, the energy consumption of CPU is not linear with its utilization, so we add another empirical parameter to modify their relation:

\[ P = C_0 + C_1 U_{\text{CPU}} + C_2 U_{\text{CPU}}^e, \quad (3) \]

where \( U_{\text{CPU}}^e \) is a calibrating parameter and \( C_2 \) is its weight.

3.2.2. Memory Utilization Energy Model. When memory is idle, we can make it standby, sleep, or even shutdown to save the energy consumption. In each of the above statuses, the energy consumption is lower than working status but the response time increases. According to our observation, the energy consumption of memory is proportional to CPU. That is, when CPU utilization is high, the energy consumption of memory is also high. So, we model the energy consumption of memory as follows:

\[ P = C_0 + C_1 U_{\text{CPU}} + C_2 U_{\text{memory}}, \quad (4) \]

where \( U_{\text{memory}} \) is the utilization of memory and \( C_2 \) is its weight.

3.2.3. Storage Utilization Energy Model. Because of the scalability of server, there are usually more than one disk in a server, for example, multiple disks or disk arrays. Different storage systems have different energy consumption. The method for saving energy consumption of storage system is to apply disks with different adjusting functions, such as changing from running status to standby or sleep status, or adjusting the revolutions per minute. In this paper, we consider that the energy consumption of storage is also related to CPU and the equation is

\[ P = C_0 + C_1 U_{\text{CPU}} + C_2 U_{\text{disk}}, \quad (5) \]

where \( U_{\text{disk}} \) is the utilization of storage system and \( C_2 \) is its weight.

3.2.4. I/O Utilization Energy Model. We also observed the energy consumption of I/O system. In a server, the I/O energy consumption mainly depends on network interface card and data transition. In this paper, we study the energy model of data center by nodes, and the energy used by data transition between switches is not considered. The energy model of I/O system is as follows:

\[ P = C_0 + C_1 U_{\text{CPU}} + C_2 U_{\text{IO}}, \quad (6) \]

where \( U_{\text{IO}} \) is the utilization of I/O system and \( C_2 \) is its weight.

3.3. Regression Methods. Regression method is an effective tool for modeling the relationship between variables, and its purpose is to predict the change of target variable with respect to changes of decision variables. Concretely speaking, we assume energy as the target variable \( y \) and utilizations of components as decision vector \( x \). Given some pairs of \( x \) and \( y \), we seek to find the relationship between them; that is, \( y = \mu(x) \), and this method is called regression analysis.

3.3.1. Linear Method. In regression analysis, the target variable is called dependant variable, and the decision variables are called independent variables. Multivariate linear regression models the relationship between dependant variable and multiple independent variables. If there are \( m \) independent variables, then the regression model is

\[ y = \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \cdots + \beta_m x_m + \epsilon, \]

\[ E(\epsilon) = 0, \]

\[ D(\epsilon) = \sigma^2 < +\infty, \quad (7) \]

where \( y \) is the observed energy consumption, \( x_i \) \( (1 \leq i \leq m) \) is the observation of utilization of each component, \( \beta_i \) \( (0 \leq i \leq m) \) is the coefficient of regression model, and \( \epsilon \) is the random error that cannot be observed. For random error \( \epsilon \),
we assume that its expectation and variance are 0 and \( \sigma^2 \), respectively. If there are \( n \) observation samples \((y_i, x_{i1}, \ldots, x_{im}), i = 1, \ldots, n\), then

\[
y_i = \beta_0 + \beta_1 x_{i1} + \beta_2 x_{i2} + \cdots + \beta_m x_{im} + \epsilon_i,
\]

\( E(\epsilon) = 0 \),

\( D(\epsilon) = \sigma^2 I \),

where \( \epsilon_i \) \((i = 1, \ldots, n)\) are independent of each other. For convenience, we represent the above equation with matrix and vector, and then we get

\[
y = X\beta + \epsilon,
\]

\( E(\epsilon) = 0 \),

\( D(\epsilon) = \sigma^2 I \)

where

\[
X = \begin{pmatrix}
x_{11} & x_{12} & \cdots & x_{1m} \\
x_{21} & x_{22} & \cdots & x_{2m} \\
\vdots & \vdots & \ddots & \vdots \\
x_{n1} & x_{n2} & \cdots & x_{nm}
\end{pmatrix},
\]

\[
y = \begin{pmatrix}
y_1 \\
y_2 \\
y_3 \\
y_4
\end{pmatrix},
\]

\[
\beta = \begin{pmatrix}
\beta_1 \\
\beta_2 \\
\beta_3 \\
\beta_4
\end{pmatrix},
\]

\[
\epsilon = \begin{pmatrix}
\epsilon_1 \\
\epsilon_2 \\
\epsilon_3 \\
\epsilon_4
\end{pmatrix}.
\]

Next, we train the above linear regression model with sampled system utilization. We apply least squares method to estimate the regression coefficient, and the objective is minimizing the following equation:

\[
Q(\beta_0, \beta_1, \ldots, \beta_m)
\]

\[
= \sum_{i=1}^{n} (y_i - \beta_0 - \beta_1 x_{i1} - \cdots - \beta_m x_{im})^2
\]

\[
= (y - \beta_0 - X\beta)^T (y - \beta_0 - X\beta).
\]

When we minimize the above equation at \( \beta_0', \beta_1', \ldots, \beta_m' \) and \( y' \), we get the following regression model:

\[
y' = \beta_0' + \beta_1' x_1 + \cdots + \beta_m' x_m.
\]

Generally speaking, it is very hard to get the optimal solution using the least squares method, so we apply the one-by-one regression method. The main idea is introducing one variable at each time, and the condition when introducing a variable is that the bias of the variable is significant. At the same time, after introducing a variable, we check all introduced variables and delete nonsignificant variables. When we have checked all variables, we get the final regression model.

With the one-by-one regression method, we get non-continuous parameters when normalized. In order to get continuous normalized parameter, we apply lasso regression method after that. The lasso regression method uses absolute value of model parameters to penalize those bigger parameters, and the equation is

\[
\min_{(\beta, \theta)} \left[ \frac{1}{2n} \sum_{i=1}^{n} (y_i - \beta_0 - \beta_1 x_{i1} - \cdots - \beta_m x_{im})^2 + \lambda \| \beta \|_1 \right],
\]

where \( \| \beta \|_1 = (1/m) \sum_{i=1}^{m} |\beta_i| \) is the lasso regression and \( \lambda \) is its weight. Compared with traditional model selection method, the lasso method can prohibit overfitting of the selected model. Based on lasso regression in (13), we can make unimportant parameters to 0. When we train the model with system utilization data, we can get a balance between overfitting and underfitting. There is one thing needed to be considered; that is, the selection of \( \lambda \) needs cross-validation.

### 3.3.2 Nonlinear Methods

Based on linear model, we also introduce nonlinear regression model. By transforming function and adding factors, we get the following nonlinear regression model:

\[
f(x) = w \cdot \phi(x) + b.
\]

In (14), the transforming function can be of any form. In this paper, we apply the following three functions.

(i) **Polynomial + Lasso.** Instead of linear model, we use polynomial model to model the relationship between system utilization and energy consumption. Here, we set \( \phi(x) = \{x_a^i : 1 \leq a \leq 3, \ 1 \leq i \leq m\} \), and its coefficient is \( w \). With lasso constraint on \( \phi(x) \), the final objective is

\[
f(x) = w \cdot \phi(x) + b + \lambda \| \phi(x) \|_1.
\]

(ii) **Polynomial + Exponential + Lasso.** Based on polynomial and lasso regression, we add exponential transform for each coefficient and get the following equation:

\[
f(x) = w \cdot \exp(\phi(x)) + b + \lambda \| \phi(x) \|_1,
\]

where exponential function \( \exp(\cdot) \) is elementwise.

(iii) **Support Vector Regression.** We also implement a support vector machine based regression model. Given a collection of samples \((x_i, y_i), 1 \leq i \leq n\), where \( x_i \in \mathbb{R}^m \) are independent
variables, \( y_i \in R \) is dependent variable, and \( n \) is the number of samples, the regression model is

\[
 f( x ) = w \cdot x + b,
\]

and the optimization problem becomes

\[
 \min_{ w, b } \frac{1}{2} \| w \|^2 ,
\]

\[
 | y_i - w \cdot x_i - b | \leq \varepsilon, \quad i = 1, \ldots, n.
\]

For solving the above optimization problem, one can transform the original problem into its dual form, and details can be found in [23].

3.3.3. Evaluation Metric. In this paper, we use relative error \( \text{Power}_{ \text{error} } \) to evaluate the accuracy of the energy model, and its computation is in the following equation:

\[
\text{Power}_{ \text{error} } = \frac{\text{Power}_{ \text{prediction} } - \text{Power}_{ \text{real} } }{\text{Power}_{ \text{real} }},
\]

where \( \text{Power}_{ \text{prediction} } \) is the result that we get using our model and \( \text{Power}_{ \text{real} } \) is the real energy consumption that we measure using electricity meter.

4. Experiments

4.1. Results on Performance Counter Based Model

4.1.1. Experimental Setup. In this experiment, the node of the server contains a Intel Xeon E5620 processor and 48 GB memory; the kernel of the Linux is 2.6.32-220.el6.x86_64. The tool we use to sample performance counters is perf-2.6.32, and the compiler is gcc-4.4.6.

4.1.2. Dataset. In order to sample data efficiently, we use SPEC2006 as our benchmark. The SPEC2006 contains integer and float operations, and we use them separately. For each operation, we use some of data as training data and the remaining as test data. We analyze the effectiveness of different mathematical methods of performance counters to energy consumption and the experimental data is in Table 1.


Table 1: Experimental data.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Training data</th>
<th>Test data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Integer</td>
<td>bzip2, gcc, sjeng, h264-ref, astar, xalancbmk, gobmk</td>
<td>hammer, libquantum, mcf, omnetpp</td>
</tr>
<tr>
<td>Float</td>
<td>bwaves, games, zeusmp, gromacs, cactusADM, calculix, GemsFDTD, tonto, wrf, sphinx3, dealII, soplex, povray</td>
<td>lbm, leslie3d, milc, namd</td>
</tr>
</tbody>
</table>

Figure 1: Relative error in training data.

After sampling data from the above events, we apply polynomial lasso regression (PolyLasso), polynomial exponential lasso (PolyExpLasso), and support vector regression (SVR), three regression models to predict the energy consumption.

4.1.4. Results. We divide the data into training data and test data. The relative error in training data reflects fitting of models to training data. In test steps, we abbreviate the real energy consumption as RealVal and compare the predicted power with its real power value.

Figure 1 illustrates the relative error in training data. As can be seen from the figure, all of the three models have small relative errors in training data and they are all between -2% and 2%. At the same time, the SVR model has better fitting advantage. Figure 2 compares the real power usage with the three predicted values on training data, and all of them are very close. Figure 3 describes the relative errors of the three models on test data, and they are all between -4% and 4%. Figure 4 compares the real power usage with the three predicted values on test data, and they are very close too.

From the above experiments we can see that the three regression models have almost the same prediction performance, and SVR does not have advantage in test data. So, in performance counter based energy model, we can apply linear regression.
4.2. Results on System Utilization Based Model

4.2.1. Experimental Setup. The experimental environment is the same as before.

4.2.2. Sampling and Modeling. In Linux or Unix system, the utilization of processor includes user status, system status, and idle status, and they represent the statuses by which processor executes user instructions, system kernel instructions, and idle instructions, respectively. The commonly used processor utilization is the total time in which the processor executes nonidle instructions.

In this paper, the experimental operating system is CentOS 6.2, and we can acquire the processor utilization with the file "/proc/stat." In this experiment, the overload of processor is as follows:

```
cpu 245679 759 89549 345763563 48744 29 2316;
cpu0 196816 395 4962 172780284 45243 0 44;
cpu1 48862 364 84587 172983278 3501 29 2271.
```

The meaning of each data is as follows:

(i) user: total time of user status since the system startup; it does not contain nice value with negative process;
(ii) nice: the total processor time of nice with negative process;
(iii) system: total time of kernel status;
(iv) idle: total waiting time except for waiting disk;
(v) iowait: total time for waiting disk I/O;
(vi) irq: total time of hard interrupt;
(vii) softirq: total time of soft interrupt.
Consider the following:

\[
CPU \text{ Time} = user + system + nice + idle + iowait + irq + softirq, \\
\]
\[
t_{\text{stat}} = t_{\text{stat_now}} - t_{\text{stat_last}}. \\
\]

Utilization_{CPU} = \frac{t_{\text{user}} + t_{\text{system}}}{t_{\text{user}} + t_{\text{system}} + t_{\text{idle}}}. \quad (20)

With similar idea, we can acquire memory utilization with file "/proc/meminfo." In this experiment, we collect
2000 records, and each of them is a tuple of the form \((\text{Utilization}_{\text{CPU}} + \text{Utilization}_{\text{MEM}} + \text{Power})\). Details of the records are in Figure 5. Based on the above records, we apply linear lasso regression, polynomial lasso regression, polynomial exponential lasso regression, and support vector regression, four regression models to predict the energy consumption.

4.2.3. Results. For the four regression models, we compared their relative error and the difference between predicted value and real value, and the results are in Figure 6.

From Figure 6 we can see that linear regression has very low predicting accuracy and its error is bigger than others obviously. In addition, polynomial lasso regression and polynomial exponential lasso regression models have very similar predicting results, and most of them are between \(-10\%\) and \(10\%\). In the four regression models, support vector regression has the best predicting results, and its error is between \(-6\%\) and \(10\%\).

5. Conclusion

In this paper, we study the energy consumption of data center by computing nodes. For each computing node, we analyzed both performance counter based model and system utilization based model. For performance counter based model, we find that linear method is good enough to model energy consumption; for system utilization based model, we find that nonlinear model is more accurate than linear model and support vector regression is better than polynomial regressions.

Conflict of Interests

The authors declare that there is no conflict of interests regarding the publication of this paper.

Acknowledgment

This work was supported in part by the science and technology planning project of Hebei province (no. 12210334).

References


