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Change detection (CD) of any surface using multitemporal remote sensing images is an important research topic since up-to-date information about earth surface is of great value. Abrupt changes are occurring in different earth surfaces due to natural disasters or man-made activities which cause damage to that place. Therefore, it is necessary to observe the changes for taking necessary steps to recover the subsequent damage. This paper is concerned with this issue and analyzes statistical similarity measure to perform CD using remote sensing images of the same scene taken at two different dates. A variation of normalized mutual information (NMI) as a similarity measure has been developed here using sliding window of different sizes. In sliding window approach, pixels’ local neighborhood plays a significant role in computing the similarity compared to the whole image. Thus the insignificant global characteristics containing noise and sparse samples can be avoided when evaluating the probability density function. Therefore, NMI with different window sizes is proposed here to identify changes using multitemporal data. Experiments have been carried out using two separate multitemporal remote sensing images captured one year apart and one month apart, respectively. Experimental analysis reveals that the proposed technique can detect up to 97.71% of changes which outperforms the traditional approaches.

1. Introduction

Change detection (CD) plays an important role in earth observation since a lot of changes occurring on different areas of earth surface cause severe damage to that area. So, it is very important to identify changes occurring on that area to take steps for subsequent recovery from damage. Most of the damage is caused due to natural disasters like flooding, rainfall, and droughts and also by man-made activities and thus it is necessary to observe the areas on regular intervals for detecting that change. Multitemporal remote sensing images taken at different times provide the periodic repeated look of an area which is very necessary for regular observation of earth surface.

The spatial, radiometric, spectral, and temporal resolution of an image has been improved due to recent advances in satellite imaging that has made earth observations much easier [1]. Multispectral remote sensing image is a valuable source of satellite data providing necessary information by each band, that is why in this research two separate multispectral datasets of two different dates have been chosen to identify changes. CD is applied to different tasks including land cover change detection [2, 3], building change detection [4, 5], vegetation change detection [6], wetland monitoring [7], and so on. Generally, CD detection can be categorized in two ways: binary change detection and multiclass change detection. Binary change detection focuses on change versus no change whereas multiclass change detection uses some supervised or unsupervised approaches for classifying multiple classes and further identifies changes of each class separately. This paper is concerned with binary change detection. A number of different techniques are used for binary change detection such as image differencing [8, 9], log-ratio operator [10], Kullback Leibler divergence [11], regression analysis [12], vegetation index differencing [13, 14], and principal component analysis [1, 15].

Ground truth data is needed for supervised approach being used for change detection. When this ground truth or prior knowledge is unavailable then threshold selection is very important to take decision about change/no change.
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It requires a threshold to take decision about changes. OTSU's method for threshold selection [16, 17] has been used here since it maximizes variance between changed and unchanged pixels for generating a binary change detection map.

Since threshold used in image differencing method depends on radiometric differences of pixel values, singly it is not always enough to determine changes between two times' images since they can provide false detection due to registration errors, that is why a new approach is proposed here based on statistical similarity to determine the percentage of changes along with image differencing. In [3] a number of similarity measure techniques such as distance to independence, normalized standard deviation or Woods criterion, correlation ratio, mutual information (MI), and cluster reward algorithm (CRA) have been applied on land cover change detection for multisensor remotely sensed images and the performances have been compared in case of two separate fixed window sizes. Mean value of similarity image has been used there as a threshold for decision about change/no change of any pixel. Although result of the statistical measures has been normalized, optimal dimension of the estimated windows has not been investigated. Land cover change detection has been performed in [2] considering sliding window by transforming spectral values into local spectrum trend using curve fitting and raster encoding techniques. This approach is time consuming and even difficult when calculating the local trend spectrum for different window sizes. Multisensor remote sensing image change detection using mutual information, maximal information coefficient, and distance correlation measure based similarity measures has been developed in [18] using sliding window approach with fixed window size of 21 × 21. This approach used manual threshold for interpreting change and no change regions and generated false positives. Selection of threshold is a difficult task there as it is justified manually.

Among a number of similarity measures, MI has been chosen here for change detection purpose because of its many advantages. MI is a nonparametric approach that does not require any assumption about the shape of the distribution of input variables and able to measure both the linear and nonlinear relationships among input variables [19]. A lot of papers considered MI as a similarity measure for change detection task including multivariate statistical model [20] which concentrated on homogeneous and heterogeneous sensors, SAR image change detection [21] which considered different kind of changes, canonical information analysis [22] for image change detection, multicontextual mutual information data as an improved form of image spatial mutual information [23] for SAR image change detection, and temporal behavior of multichannel scene characterization for change detection [24].

But the value of MI is affected by the entropies of the input variables and the calculated MI without being normalized cannot measure similarity effectively, so the MI measure can be improved by normalizing it to a specified range such as [0, 1] [19], that is why MI being normalized (NMI) has been analyzed here in this research work as a similarity measure to detect changes. But when just traditional NMI is applied on the whole image then a pixels' marginal and joint probability density functions (PDFs) are affected with the globally spread information that can be noisy and has less significance on them. But if sliding window with varying window sizes is considered then pixels' local neighborhood is used for calculating PDF which is the most significant one. The window which is too small or too large affects the CD results [2]. So different window sizes have been considered here in this research to find out which one is more efficient for better change detection result. Thus to significantly perform change detection on multitemporal remote sensing images sliding window based normalized mutual information (SWB-NMI) with varying window sizes has been considered here to statistically detect changes using I-Imagesimilarity(X, Y) concept. Experimental analysis has been performed using remotely sensed multispectral imagery of Canberra region of Australia with multitemporal datasets of two separate dates.

The rest of the paper is organized as follows. Section 2 provides a clear concept of proposed change detection method. The proposed methodology for multispectral images' change detection is presented in Section 3. In Section 4 experimental analysis and performance evaluation of the proposed method have been performed. Finally, a conclusion is given in Section 5.

2. Proposed Change Detection Method

2.1. OTSU Threshold Selection Method. Threshold selection is a key concept used in unsupervised approaches for generating a binary change detection map. OTSU’s method is a popular approach which maximizes variance between changed and unchanged pixels to get an optimal threshold [17]. The OTSU algorithm assumes the image containing two classes of pixels as foreground pixels and background pixels; it then calculates the optimum threshold separating the two classes to minimize their combined spread (intraclass variance), V1, or equivalently (because the sum of pairwise squared distances is constant), to maximize their interclass variance, V [16]. The optimal threshold, V, can be obtained by maximizing the following criteria with respect to V1 [17]:

$$\eta = \theta_0 \times \theta_1 \times (\mu_0 - \mu_1)^2,$$

where \(\theta_0\) and \(\mu_0\) are the count and mean value of elements in difference image, \(D\) which are less than \(V1\), and \(\theta_1\) and \(\mu_1\) are the count and mean value of elements in difference image, \(D\) which are no less than \(V1\).

Finally the decision about change/no change can be defined as [17]

$$\text{decision function, } d(k) = \begin{cases} \text{change} & \text{if } d(k) \geq v \\ \text{no change} & \text{if } d(k) < v. \end{cases}$$

(2)
compared with traditional approaches stated in [2, 3]. Finding an optimal window size and the performances have been sized windows have been applied to the experiment here to contain enough spatial contextual information [2], varying since a large window results in noise and small window do not contain enough spatial contextual information [2], varying sized windows have been applied to the experiment here to find an optimal window size and the performances have been compared with traditional approaches stated in [2, 3].

3. Proposed Methodology

The objective of this research is to identify changes between the same scenes taken at different times to find out the places of any area which may be damaged due to unintended occurrences. For this work two separate multitemporal datasets of two different dates have been chosen. Landsat 7 ETM+ multispectral images have been chosen for this experiment which consists of eight spectral bands with a spatial resolution of 30 meters for bands 1 to 7 and 15 meters for the panchromatic band 8. Among them six bands from 1 to 5 and 7 (band 6 collects both high and low gain for all scenes whereas all other bands collect one of two gains and band 8 has different resolution compared to the others and that is why bands 6 and 8 are ignored here) have been chosen here.

In 1st multispectral dataset, two Landsat ETM+ images of 256 * 256 pixels have been taken one year apart of 2000 and 2001 from Canberra region of Australia. The 2nd dataset is from another part of Canberra region captured around one month apart at 20.11.2016 and 22.12.2016. These images consist of 512 * 512 pixels. The overall working methodology is stated in Figure 2 as a flowchart.

Let us consider individually the multispectral images of 2000 and 20.11.2016 as the reference image, X, and images of 2001 as well as 22.12.2016 as the target image Y. Simply the difference between these multitemporal scenes is obtained by the following [26]:

\[
\text{Difference Image} \quad I_D = X - Y
\]  

Equation (5) subtracts each pixel of target images from each pixel of the reference ones. Since pixel-to-pixel differencing is performed here, so it is very necessary for the reference and target images to be coregistered. Using the concept of (1) a binary change map has been generated by automatic threshold selection using Otsu algorithm. The image differencing has been performed here band by band and the binary change detection map is shown only for band 1 for both multitemporal datasets.

The reference and the target images and the corresponding binary change maps based on the selected threshold value for both datasets are shown in Figure 3.

It can be seen from Figure 3(j) that the binary change map of 2nd dataset contains very little amount of changes, since it is the multitemporal data of one month interval. The red points are defined as changed areas. In one month perhaps some buildings, parks can be changed which can be some pixels in change map image. Since they are very small points, so for better visual interpretation the points are modified as large. It is found in Figures 3(d) and 3(i) that the tail portion of each of the histograms represent the change portion as it is expected that intensity differences due to land cover change reside at the tails of the difference distribution of any image [27]. From this binary change map of Figure 3(e), it can be obtained that around 35% area in the reference image has been changed within one year which has been calculated by subtracting the total number of changed pixels from the total.
number of pixels contained on the reference image, dividing the resulting value by the total number of reference image’s pixels, and then taking the percentage value of the result obtained. The same method has been applied for 2nd dataset and here around 4% of area has been changed which can be observed from Figure 3(j).

After obtaining the binary change map, statistical similarity has been measured between target and reference images for calculating percentage of changes in both datasets. In both cases, same window for both the reference and target ones is selected for applying NMI on them to measure similarity and find CD by $1 - \text{Image similarity}(X, Y)$. The sliding window has been iteratively applied to the whole image area starting at location $(1, 1)$. And the process has been repeated for different window sizes and the performances have been compared with [2]. Finally the performance of CD of the proposed SWB-NMI method has been compared with the traditional MI in [3].

4. Experimental Analysis and Performance Evaluation

Change detection operation has been performed using two separate multitemporal multispectral datasets of separate portions of Canberra region, Australia. Percentage of correct change detection from these multitemporal images has been calculated as (6):

$$\text{Percentage of correct change detection} = 1 - \frac{\text{abs}(\text{original change} - \text{experimental change})}{\text{original change}} \times 100\%.$$  

(6)

It has been obtained from the binary change maps generated by considering threshold values is that the original changes which occurred in the reference images are around 35% and 4% for two datasets, respectively. Therefore, using these values and the percentage of experimental changes, Tables 1–5 show the experimental results on the amount of changes in percentage for different window sizes using the proposed SWB-NMI technique for both datasets. The results of both datasets for different window sizes have been compared with [2].

From Table 1 it can be seen that up to 97.71% of changes can be correctly detected using SWB-NMI approach for window size of 17 and it varies a little for window size of 15. Figure 4 represents the performance of varying window sizes
Figure 3: Continued.
in case of 1st dataset using SWB-NMI for change detection application.

Table 2 compares the performance of proposed approach with the related model given in [2] where $3 \times 3$, $5 \times 5$, $7 \times 7$, and $9 \times 9$ window sizes were considered.

Although performance has been compared between these two methods for only $5 \times 5$ and $9 \times 9$ window sizes, from Table 1 it is seen that window size $17 \times 17$ shows the best performance.
Table 3: Percentage of changes using SWB-NMI for different window sizes (2nd dataset).

<table>
<thead>
<tr>
<th>Window size</th>
<th>% of similarities</th>
<th>% of changes</th>
<th>% of correct change detection</th>
<th>% of wrong change detection</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>96.7</td>
<td>3.3</td>
<td>82.5</td>
<td>17.5</td>
</tr>
<tr>
<td>5</td>
<td>96.6</td>
<td>3.4</td>
<td>85</td>
<td>15</td>
</tr>
<tr>
<td>7</td>
<td>96.5</td>
<td>3.5</td>
<td>87.5</td>
<td>12.5</td>
</tr>
<tr>
<td>9</td>
<td>96.3</td>
<td>3.7</td>
<td>92.5</td>
<td>7.5</td>
</tr>
<tr>
<td>11</td>
<td><strong>96.2</strong></td>
<td><strong>3.8</strong></td>
<td><strong>95</strong></td>
<td><strong>5</strong></td>
</tr>
<tr>
<td>13</td>
<td>95.6</td>
<td>4.4</td>
<td>90</td>
<td>10</td>
</tr>
<tr>
<td>15</td>
<td>95.5</td>
<td>4.49</td>
<td>87.75</td>
<td>12.25</td>
</tr>
</tbody>
</table>

Table 4: Performance comparison in percentage between SWB-NMI and approach in [2] with different window sizes for 2nd dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>Window size, 3 x 3</th>
<th>Window size, 5 x 5</th>
<th>Window size, 7 x 7</th>
<th>Window size, 9 x 9</th>
</tr>
</thead>
<tbody>
<tr>
<td>SWB-NMI</td>
<td>82.5</td>
<td>85</td>
<td>87.5</td>
<td>92.5</td>
</tr>
<tr>
<td>Approach in [2]</td>
<td>82.1</td>
<td>84.3</td>
<td>84.8</td>
<td>85.3</td>
</tr>
</tbody>
</table>

Table 5: Change detection result based on SWB-NMI and traditional MI used in [3].

<table>
<thead>
<tr>
<th>Methods</th>
<th>SWB-NMI dataset-1</th>
<th>SWB-NMI dataset-2</th>
<th>MI in [3]</th>
</tr>
</thead>
<tbody>
<tr>
<td>% of correct change detection</td>
<td>97.71</td>
<td>95</td>
<td>86.1</td>
</tr>
</tbody>
</table>

used as a similarity measure has been compared to the related local trend similarity approach and the proposed method has shown better result.

Figure 5 represents the performance of varying window sizes in case of 2nd dataset using SWB-NMI for change detection application.

It can be noticed from Figures 4 and 5 that the smaller as well as larger window size does not mean to have better detection ability. For instance, in case of dataset-1 the lowest value of 84.29% of correct changes is found for the largest 27 x 27 window size and the same case for the smallest 5 x 5 window with 85.71% of correct changes. The same case happens for dataset-2 with window sizes 3 x 3 and 15 x 15.

5. Conclusion

An efficient change detection approach has been proposed here in this research to identify changes of any geographical area after some natural disasters or artificial changes made by human being. At first a binary change map has been generated using OTSU threshold selection method to show the change/no change area and further statistical similarity has been measured between reference and target images to find percentage of changes. This approach results better change detection by statistical analysis of similarity measure and by considering the local neighborhood characteristics which are insignificant most of the time rather than the global ones. An important finding is also from this research that window size is an important factor when using local window for statistical analysis of similarity. Thus the SWB-NMI approach outperforms the traditional MI method in case of change detection. Image differencing is performed here on pixel-by-pixel basis for generating change detection map, which may often face the registration error and the final performance may be affected greatly. So further interest is to investigate some developed methods which do not directly depend on radiometric values. This research focuses on binary change detection whereas the multiclass change...
detection is more challenging task which is also a future research interest.
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