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This paper presents an optimized level set evolution (LSE) without reinitialization (LSEWR) model and a shape prior embedded level set model (LSM) for robust image segmentation. Firstly, by performing probability weighting and coefficient adaptive processing on the original LSEWR model, the optimized image energy term required by the proposed model is constructed. The purpose of the probability weighting is to introduce region information into the edge stop function to enhance the model’s ability to capture weak edges. The introduction of the adaptive coefficient enables the evolution process to automatically adjust its amplitude and direction according to the current image coordinate and local region information, thus completely solving the initialization sensitivity problem of the original LSEWR model. Secondly, a shape prior term driven by kernel density estimation (KDE) is additionally introduced into the optimized LSEWR model. The role of the KDE-driven shape prior term is to overcome the problem of image segmentation in the presence of geometric transformation and pattern interference. Even if there is obvious affine transformation in the shape prior and the target to be segmented, the target contour can still be reconstructed correctly. The extensive experiments on a large variety of synthetic and real images show that the proposed algorithm achieves excellent performance. In addition, several key factors affecting the performance of the proposed algorithm are analyzed in detail.

1. Introduction

Image segmentation is an important intermediate step in the field of computer vision, which aims to partition a given image into a set of nonoverlapping regions where the internal pixels are homogeneous with respect to intensity, color, texture, motion, semantics, etc. Its output quality directly determines the success or failure of higher level visual tasks such as 3D reconstruction, motion analysis, pattern classification, and object recognition. Among various types of image segmentation theories, the LSMs are widely used because they are capable of outputting closed and smooth target contours and can naturally handle topology changes. The core idea of this type of method is constructed by Osher and Sethian [1], and its key is to implicitly represent contour as the zero level set of a higher dimensional level set function (LSF) and then compute a time-dependent equation to obtain a deforming surface.

According to the types and properties of image features (local features or global features) used by these models in building their energy functions (usually composed of external energy terms and internal energy terms), we can roughly divide the existing popular LSMs for image segmentation into the following three categories: edge-based methods [2–8], region-based methods [9–16], and hybrid fitting energy-based methods [17–21].

Edge-based methods usually rely on gradient information to construct their core energy items. When the edge features of the image are clear and the background noise level of the image is not high, they can achieve good segmentation results. However, when there is a certain amount of noise in the image or the edge of the target is very blurred (the corresponding gradient amplitude is very small), the evolution process of such models generally exhibits the following problems: falling into local minima (easy to be pulled by background noise information to the wrong location), edge leakage (unable to locate the blurred target edges), and sensitive to initialization (the final segmentation result is directly related to the position and shape of the initial contour).
For example, the image gradient-driven geodesic active contour (GAC) model proposed by Caselles et al. [2] does achieve good segmentation results on image data with significant gradient strength. However, when there is noise in the image or the gradient strength of the target is not obvious, its segmentation accuracy will drop sharply, and it will synchronously present the series of problems mentioned above. Li et al. [3] proposed a segmentation framework called level set evolution (LSE) without reinitialization (LSEWR), which is also based on the gradient information of the image. The framework does output good segmentation results on some high-quality images. However, it has two obvious drawbacks: one is that the speed of curve evolution cannot be adaptively changed with the change of local image characteristics, and the other is that its segmentation result is highly sensitive to initialization.

Region-based methods usually rely on the statistical information of the region (local region or global region) inside and outside the active contour to construct their dominant energy terms. The common regional information elements have intensity, color, texture, motion characteristics, etc. Compared with edge-based methods, such methods have significant performance improvements in terms of weak edge capture, background noise suppression, and insensitivity to initialization. However, this type of method also has obvious shortcomings, i.e., they sometimes cannot accurately locate the true target edge. For example, Chan and Vese (C-V) [9] constructed an energy functional based on global region information, which can effectively measure the difference between the current pixel value and the statistical mean of the region. Applying it to images without obvious edges or even without edges can usually achieve good segmentation results. However, in many cases, it cannot give high-precision edge location. Li et al. [14] constructed a region scalable fitting (RSF) energy model for inhomogeneous image segmentation based on the local statistical information (the local region mean in the Gaussian-weighted window) of the image. By using a Gaussian distribution with different local means and variances to describe the local image intensity, Wang et al. [15] constructed a LSM called local Gaussian distribution fitting (LGDF) energy model for image segmentation. Zhang et al. [16] presented an active contour model driven by local image fitting (LIF) energy model whose energy functional is defined by minimizing the difference between the fitted image and the original image. The previous three local region information-driven LSMs have achieved good segmentation on most images, but they all have an obvious drawback, i.e., their segmentation results are highly sensitive to the position and shape of the initial curve; that is to say, different initialization methods may correspond to different segmentation results. In Section 4.1, we will set up a section to study this problem.

In order to overcome the shortcomings of the above two types of methods and reasonably inherit the advantages of each type of method, the hybrid fitting models driven by the energy terms of hybrid nature were born. By integrating the energy elements of the edge-based and region-based models in different forms and supplemented by different forms of coupling coefficients, they show different superiority in different applications. However, such models sometimes have the following two problems: (1) the complexity of the numerical discretization process, i.e., the time complexity of the evolution process, is often very high and (2) it is easy to produce a situation where the regional terms and the edge terms are difficult to balance. At this time, the evolution process will lead to erroneous and strange driving forces, resulting in unexpected fluctuation in the evolution process. For example, Wang Li et al. [21] constructed a hybrid LSM called local and global intensity fitting (LGIF) energy model for image segmentation. It couples the energy functional components of the C-V model [9] and the LIF model [16] together through a constant coefficient. In some image data segmentation tasks, it does achieve good segmentation results. However, it just sets its coupling coefficient based on experience. Obviously, such an approach is unscientific and buries some unpredictable dangers to the turbulence of the evolution process.

The LSMs can output good segmentation results in most cases, however, due to the complexity and diversity of input data and image segmentation problems. In some cases, it is not enough to just use image data itself for segmentation, especially when there are unfavorable factors such as occlusion, clutter, and low contrast in the images. Under such circumstances, adding known shape information as a constraint to energy functional is an effective solution.

In view of this, this paper proposes a shape prior embedded LSM and applies it to the practice of segmentation of different kinds of images. Experimental results show that our method achieves very ideal segmentation performance. Firstly, we made a deep optimization of the edge stop function and the coefficient of weighted area term in the original LSEWR model constructed by Li et al. [3]. When optimizing the edge stop function, we introduce the thought of probability weighting. The existence of the statistical probability term makes the edge stop function contain region information. Therefore, our model has a stronger weak edge capture capability; when optimizing the coefficient of the weighted area term, we abandon the original constant coefficient because the constant-type coefficient makes the model only evolve in a single direction, which is obviously problematic in practical applications, and the most obvious phenomenon is that the segmentation result is highly related with the initialization. To overcome this limitation, we modify the constant weighting coefficient to a variable which is directly related to an image coordinate and local region information. The modified weighting coefficient can adaptively adjust the amplitude and speed of the evolution according to the position of the active contour; i.e., the final segmentation result is completely independent of initialization. Secondly, we embed the shape priors into the optimized LSEWR model. When constructing the shape prior-driven energy term, we adopt the KDE thought proposed by Cremers et al. [22], and the two cases of single prior and multiple priors are considered separately. Even if there is obvious affine transformation in the shape prior and the target to be segmented, the target contour can still be reconstructed correctly.

The remainder of this paper is organized as follows: In Section 2, we shall discuss the energy functional construction process of the proposed method in detail. Then, the numerical implementation strategies for the proposed
model are presented in Section 3. Section 4 validates the proposed model by extensive experiments and discussions on a variety of images. Finally, some conclusive remarks are provided in Section 5.

2. The Proposed Model

In order to improve the integrity of the segmentation results of the LSM in the presence of partial occlusion, low contrast, and strong background clutter, we embed the energy term with shape priors into the LSM based solely on image data. The expression of the proposed model is as follows:

\[ E = a \times E_{\text{image}} + b \times E_{\text{prior}}, \]

where \( a \) and \( b \) are the weight coefficients, both of which are located in the interval \([0, 1]\) and \( a + b = 1 \), and \( E_{\text{image}} \) and \( E_{\text{prior}} \) are the energy terms driven by the image data and shape prior, respectively. The organic combination of these two energy terms forms a new energy functional with shape prior information. \( E_{\text{image}} \) comprehensively considers the edge and region information of the image, which is similar to the model of Li et al. \([3]\) in terms of formula structure, but we use a different edge stop function which is similar to the model of Li et al. \([3]\) in terms of \( E \) and \( \delta \).

\[ E_{\text{image}}(\phi) = \mu \int_{\Omega} \frac{1}{2} (\nabla\phi - 1)^2 \, dx \, dy + \lambda \int_{\Omega} g(\phi) |\nabla\phi| \, dx \, dy \]

\[ + \int_{\Omega} v g H(\phi) \, dx \, dy, \]

where \( \phi \) is the LSF, \( \mu \) and \( \lambda \) are two control parameters, the function \( H(\cdot) \) and \( \delta(\cdot) \) are the one-dimensional Heaviside and Dirac function, respectively, \( v \) is a variable coefficient parameter related to the pixel coordinates of the image, which will be described in detail later, and \( g \) is a probability-weighted edge stop function, which is defined as follows:

\[ g = \frac{1}{1 + P(\Omega_{O} | I) \times P(\Omega_{B} | I) \times |\nabla(G_{g} * I)|^2}, \]

where \( I \) is the image to be segmented, \( G_{g} \) is the Gaussian filter kernel, “*” is the convolution operator, and \( P(\Omega_{O} | I) \) and \( P(\Omega_{B} | I) \) are the posterior probabilities that the sample pixel belongs to the target and background, respectively. By using Bayes’ theorem, we can infer their expressions:

\[ P(\Omega_{O} | I) = \frac{P(I | \Omega_{O}) P(\Omega_{O})}{P(I | \Omega_{O}) P(\Omega_{O}) + P(I | \Omega_{B}) P(\Omega_{B})}, \]

\[ P(\Omega_{B} | I) = \frac{P(I | \Omega_{B}) P(\Omega_{B})}{P(I | \Omega_{B}) P(\Omega_{O}) + P(I | \Omega_{B}) P(\Omega_{B})}. \]

The prior probability \( P(\Omega_{O,B}) \) in equation (4) can be assumed to be equal to 0.5 when it is unknown in advance, and further assuming that the conditional probability \( P(I | \Omega_{O,B}) \) obeys the Gaussian distribution:

\[ P(I | \Omega_{O,B}) \propto \frac{1}{\sqrt{2\pi \sigma_{O/B}}} \exp\left( -\frac{(x - \mu_{O/B})^2}{2\sigma_{O/B}^2} \right). \]

where \( \mu_{O/B} \) and \( \sigma_{O/B} \) are the mean and variance of the Gaussian distribution, respectively. Let \( P(\Omega_{O} | I) = x, \) then \( P(\Omega_{O} | I) + P(\Omega_{B} | I) = 1, \) then \( P(\Omega_{O} | I) = 1 - x, \) \( P(\Omega_{O} | I) \times P(\Omega_{B} | I) = -x^2 + x. \) Let \( y = P(\Omega_{O} | I) \times P(\Omega_{B} | I), \) then \( y = -x^2 + x. \) Obviously, this is a quadratic function. According to the extreme value condition of the quadratic function, it is easy to know that when \( P(\Omega_{O} | I) = P(\Omega_{B} | I) \), the product term \( P(\Omega_{O} | I) \times P(\Omega_{B} | I) \) will get its maximum value; accordingly, equation (1) will reach its minimum value. The physical meaning of \( P(\Omega_{O} | I) = P(\Omega_{B} | I) \) is that the current pixel belongs to both the target and the background; i.e., the current pixel is located at the intersection of the target and the background—the contour of the target, that is, the evolution process will stop at the contour of the target; such a termination behavior is exactly what we need. Besides, the existence of the statistical probability term makes the edge stop function contain region information. Therefore, our model has a stronger weak edge capture capability.

In the above description, by introducing the region information into the edge stop function \( g \) of the original LSEWR model, we have optimized and improved the model’s ability to capture weak target edges. Next, we will optimize the value of the coefficient \( v \) in equation (2). According to the description of Li et al. \([3]\), the value of \( v \) is constant. After specifying its value, the curve will only evolve in one direction, which makes it not only lack sign and amplitude adaptability but also difficult to meet the variety of initialization forms. For example, when the initial curve only intersects a part of the target region, such a unidirectional evolution mode will not output the correct segmentation result. To overcome this defect, we introduce a variable weight coefficient; that is to say, its sign and amplitude are directly related to the pixel value of the current position. The variable weight coefficient has the following two general features: (1) it can automatically change its sign according to the current pixel value, and the resulting effect is that the active contour can choose its traveling direction adaptively, thus weakening its dependence on the initial position of the curve; and (2) it can adaptively change its amplitude according to the image gradient, and the resulting effect is that the active contour has a powerful ability of capturing multilayer contour, thus eliminating the phenomenon of edge leakage.

In order to match the above features, we propose the following weight coefficient:

\[ v(I) = k \cdot \text{sign}(\Delta(G_{g} * I)) \cdot |\nabla(G_{g} * I)|, \]

where “*,” “∇,” and “Δ” are the convolution operator, gradient operator, and Laplacian operator, respectively, sign(·) is the sign function, and \( k \) is a control constant.

Below, we give some further analysis:

(1) The second derivative of the image changes its sign after crossing the boundary; that is to say, the sign of the second derivative on both sides of the target boundary is opposite. In addition, we also know that the active contour is divided into two parts by the real target boundary, one is located in the
target area and the other is outside the target area. Before the active contour eventually stops at the real boundary of the target, it needs some kind of driving force to continuously pull it; therefore, it is important to determine the direction of the driving force. For the active contour fragment within the target area, its second derivative is positive, that is, \( \Delta (G_i * I > 0) \); we further have \( \text{sign}(\Delta (G_i * I)) > 0 \) and \( v(I) > 0 \); thus, the direction of the driving force at this time points to the outside; and the consequent evolutionary effect is that the active contour evolves toward the target contour in the form of expansion. For the active contour fragment outside the target area, its second derivative is negative, that is, \( \Delta (G_i * I < 0) \); we further have \( \text{sign}(\Delta (G_i * I)) < 0 \) and \( v(I) < 0 \); thus, the direction of the driving force at this time points to the interior; and the consequent evolutionary effect is that the active contour evolves toward the target contour in the form of shrinkage. Based on the above analysis, we can draw the following conclusions: The active contour (the zero level set corresponding to the LSF) can adaptively determine its evolution direction based on the pixel properties, thus getting rid of its dependence on the initial position of the curve completely. As a result, we can place the initial curve anywhere in the image.

(2) The amplitude of the weight coefficient \( v(I) \) depends on the gradient amplitude of the image, so it can adaptively adjust its value according to the image information: when the active contour moves to the vicinity of the target contour, the gradient intensity is larger at this moment, resulting in a larger amplitude of \( v(I) \). This coefficient adaptive phenomenon greatly improves the multilevel targets extraction ability of the active contour. If there is a small or severe occlusion phenomenon in the target to be segmented, the evolution process can reconstruct the desired target contour correctly according to the shape prior.

Minimizing the energy functional \( E \) with respect to \( \phi \) by using the calculus of variation and the steepest descent method, we can easily deduce the corresponding gradient descent flow as

\[
\frac{\partial E}{\partial t} = -\frac{\partial E}{\partial \phi} = \alpha m(\Delta \phi - \text{div}(\nabla \phi \nabla (g \nabla \phi))) + \lambda \delta(\phi) \text{div}(g \nabla \phi) - v(I) g(\phi) - (1 - a) \frac{\partial E_{\text{prior}}}{\partial \phi},
\]

where \( \delta(\cdot) \) is the Dirac function, and the expression \( \frac{\partial E_{\text{prior}}}{\partial \phi} \) consists of the following two forms:

\[
\begin{align*}
\frac{\partial E_{\text{prior}}}{\partial \phi} &= 2\delta(\phi)(H(\phi) - H(\bar{\psi})), \\
\frac{\partial E_{\text{prior}}}{\partial \phi} &= \sum_{i=1}^{N} \beta_i \frac{H(\phi) - H(\bar{\psi})}{2\sigma_{\text{prior}}^2} \delta(\phi),
\end{align*}
\]

where

\[
\beta_i = \exp \left(-\frac{d^2(H(\phi), H(\bar{\psi}))}{2\sigma_{\text{prior}}^2}\right).
\]

### 3. Numerical Implementation

In numerical implementation, the literature [3] uses a regularized Dirac function defined as follows:

\[
\delta^\text{old}_\varepsilon(x) = \begin{cases} 
0, & |x| > \varepsilon, \\
\frac{1}{\varepsilon} \left(1 + \cos \left(\frac{\pi x}{\varepsilon}\right)\right), & |x| \leq \varepsilon.
\end{cases}
\]
The support domain of equation (13) is \([-\varepsilon, \varepsilon]\), which determines that the control ability of the evolution process is local. In order to expand its scope of action, this paper uses the following regularized Dirac function to replace \(\delta(\phi)\) in equation (2):

\[
\delta_{x}^{\text{new}}(x) = \frac{1}{\pi \varepsilon^2 + x^2}, \quad x \in R, \quad \lim_{\varepsilon \to 0} \delta_{x}^{\text{new}}(x) = \delta(x). \tag{14}
\]

Since the support domain of function \(\delta_{x}^{\text{new}}(x)\) is \((-\infty, +\infty)\), equation (10) will act on the entire LSF so that the global minimum of the energy functional can be obtained, which further improves the ability of the zero level set to detect multilayer contours and the ability to capture deeply concave regions and multiple target boundaries. We use the regularized Dirac \(\delta_{x}^{\text{new}}(x)\) with \(\varepsilon = 1.5\), for all the experiments in this paper.

In addition, the existence of the diffusion term \(\int_{\Omega} (1/2) (|\nabla \phi| - 1)^2 \, dx \, dy\) in the proposed model makes it possible to use a simple finite difference scheme to discretize equation (10) defined in the continuous data domain, instead of adopting a complex upwind difference scheme [24] as in the traditional LSMs. Instead, all the spatial partial derivatives \(\partial \phi / \partial x\) and \(\partial \phi / \partial y\) are approximated by the central difference, and the temporal partial derivative \(\partial \phi / \partial t\) is approximated by the forward difference. The approximation of equation (10) by the above difference scheme can be simply written as

\[
\frac{\phi_{i,j}^{t+1} - \phi_{i,j}^{t}}{\Delta t} = R(\phi_{i,j}), \tag{15}
\]

where \(R(\phi_{i,j})\) is the approximation of the right-hand side of equation (10) by the above spatial difference scheme. The difference equation (15) can be expressed as the following iteration:

\[
\phi_{i,j}^{t+1} = \phi_{i,j}^{t} + \Delta t \cdot R(\phi_{i,j}). \tag{16}
\]

The computer programming implementation of the proposed algorithm is based on equation (16), and the procedures of the proposed algorithm are summarized in Algorithm 1.

4. Experimental Results and Discussion

In this section, we shall validate (corresponding to Section 4.1) the performance of the proposed method on a variety of test images and give a detailed analysis (corresponding to Section 4.2) for several key factors that influence the experimental results. All experiments are implemented by using Matlab R2012a on a computer with Intel Core i7 2.3 GHz CPU, 8G RAM, and Windows 7 operating system. For the following parameters, we use the same values for all experiments, i.e., \(a = 0.2\), \(b = 0.8\), \(\lambda = 1\), and \(k = 3\). The standard deviation \(\sigma\) of the Gaussian filter kernel shown in equation (6) will change from image to image, i.e., its value with a certain degree of image and task dependency. In addition, the parameters \(N\) in equation (8), \(\mu\) in equation (10), \(\Delta t\) in equation (16), and \(\varepsilon\) in equation (14) also vary with the changes of image data and segmentation tasks. For these task-related parameters, we will give their specific values in the caption position of the figures.

In Section 4.1, we will carry out detailed verification and testing from the following four aspects: application on synthetic images with affine transformation and artificial interference, application on real infrared images with a similar target region pattern, insensitivity to contour initialization, and adaptability to weak target edges. Each of them corresponds exactly to an application direction or dimension of the proposed algorithm. What needs to be emphasized here is that in order to test the wide-range adaptability of the proposed algorithm, we choose the experimental data from different channels. Part of the data comes from the technical literature of the direction of image segmentation, and part of the data comes from the Internet. In a word, these data are weakly correlated. In addition, when conducting comparison experiments, we choose the following comparison methods: LSEWR model, RSF model, LGDF model, LIF model, and CREMERS model (abbreviated as CREMERS [25]). The previous four segmentation methods are all representative and classical methods in the field of LSM. They are all data-driven type and do not contain any prior constraints, and the LSEWR model is the basis and starting point of the model framework of the proposed method. The CREMERS model is a typical representation of the shape prior class segmentation method, and the logic of its model building process is very clear. In conclusion, it is reasonable and scientific to use these methods as the family of comparison methods in this paper.

In Section 4.2, we will analyze several key factors affecting segmentation performance in detail from the following aspects: objective measure of segmentation results, the principles of choosing time step \(\mu\) and \(\Delta t\), an easy way to initialize an LSF \(\phi\), the effect of the parameter \(\varepsilon\) on segmentation performance, and the relationship between evolution speed and image resolution.

4.1. Experimental Results

4.1.1. Application on Synthetic Images with Affine Transformation and Artificial Interference. In this section, we will validate the adaptability of the proposed model to affine transformation and artificial interference in the case of a single shape prior through a set of comparison experiments. The comparison methods involved are LSEWR model, RSF model, LGDF model, LIF model, and CREMERS model. The left image of Figure 1 is a binary image, which is the shape prior on which this group of comparison experiments relies. The middle image and the right image of Figure 1 are two clean images without noise interference. They are generated by using the shape prior of the left image of Figure 1 as the starting point. The middle image of Figure 1 has the same posture and target region coverage as the shape prior, but we have made artificial modifications to the gray value of the target and background, while the right image of Figure 1 has a significant affine transformation (including translation, scaling, and rotation) in the effective target region compared to the left image of Figure 1.
The first row of Figure 2 is the actual test images, in which the green curve represents the initial contour of the evolution process. Compared with the original clean images shown in Figure 1, these two images have several more interference bars, which are exactly the same as the gray value of the effective target region. They are the interference information that we intentionally superimpose to test the robustness of the algorithms. The second to fifth rows of Figure 2 are the segmentation results by using the LSEWR, RSF, LGDF, and LIF models, respectively. Visually, we can clearly see that the four models LSEWR, RSF, LGDF, and LIF all output incorrect segmentation results. This is mainly because these models are all pure data-driven LSMs; thus, they treat the horizontal bar interference as a foreground target. The sixth row of Figure 2 shows the segmentation results of the CREMERS model. On the image without affine transformation, the model does output correct result (as shown in the left image of the sixth row of Figure 2). However, when there is an affine transformation between the image target and shape prior, the model outputs wrong segmentation result (as shown in the right image of the sixth row of Figure 2). This is mainly because Cremer et al. did not take into account the objective factor of affine transformation when constructing their shape prior segmentation model. The seventh row of Figure 2 shows the segmentation result of our method. Under the influence of KDE thought, the input shape prior can change dynamically according to the current target contour. Therefore, even in the case where there is a significant affine transformation between the target and the shape prior, our method can also correctly reconstruct the target contours (as shown in the image at the bottom right of Figure 2), and the horizontal bar interference with the same intensity value as the target is also eliminated synchronously.

4.1.2. Application on Real Infrared Images with Similar Target Region Patterns. When there is uncertain number of region patterns similar to the target in the background of the image, the LSMs of pure data-driven type will be difficult to properly suppress the background interference. In this case, a LSM with shape priors will show unique advantages. Under the guidance of the prior energy term, the model will move quickly toward the target pattern of interest. In this section, we will test the performance of our KDE-embedded shape prior term in the case of multiple shape priors by using two sets of real infrared images.

Figure 3 presents the first set of verification experiments in which there is an interference type of gray pattern in the background of the infrared tank images shown in the first column of Figure 3; i.e., the gray distribution of interference region is similar to that of the target region to be segmented. Figure 4 shows the shape prior database of tank targets, which is the basis for the experimental process shown in Figure 3. Here, we use the same comparison methods system as in Figure 2, and the second to fifth rows of Figure 2 are the segmentation results by using the LSEWR, RSF, LGDF, and LIF models, respectively. Since the four models LSEWR, RSF, LGDF, and LIF only rely on the data information of the image itself, the evolution curve is easily pulled by the background interference to the wrong nontarget locations. The sixth row of Figure 3 shows the segmentation results of the CREMERS model. Since it does not contain a model unit that can effectively process the affine transformation, the shape prior cannot be successfully transformed to the real target contour. One thing that needs to be specifically stated here is that within the multiple shape prior framework, the shape prior selection strategy we designed for the CREMERS model is as follows: traversing all the images in the database, and the image with the highest Intersection over Union

---

**Algorithm 1: Shape prior embedded LSM.**

I. Initialize the LSF $\phi$ as a simple numerical function according to equation (18)
II. Set related control and attribute parameters, including $a$, $b$, $\lambda$, $k$, $N$, $\mu$, $\Delta t$, $\sigma$, and $\epsilon$
III. Update the value of $\delta(\phi)$ according to equation (14)
IV. Iteratively update the values of $g(\cdot)$ and $\nu(I)$ according to equations (3) and (6), respectively
V. Generate the value of $\partial E_{\phi_{\text{prior}}} / \partial \phi$ according to equation (11), where the single shape prior and multiple shape priors need to be considered separately
VI. Update the LSF $\phi$ according to equation (10)
VII. Repeat the operations shown in steps III to VI until the evolution process reaches the state of convergence

---

**Figure 1:** Shape prior and synthetic clean images. The left image: shape prior. The middle image: clean image without affine transformation. The right image: clean image with affine transformation.
(IoU) value [26] between the ground truth of the target to be segmented is the shape prior required for the segmentation process. Thanks to the reconstruction capacity of KDE thought and the support capacity of the multiple shape prior database (as shown in Figure 4), the proposed method outputs correct segmentation results (as shown in the seventh row of Figure 3).

Figure 5 shows the second set of comparison experiments for this section. The first row of Figure 5 shows the real infrared ship images used in this set of experiments. There is a certain number of shape patterns of interference type in their background; i.e., the shape of the interference region is similar to the object to be segmented. Another feature of this set of images is that they contain one or multiple targets of interest in a single image. Figure 6 shows the shape prior database of ship targets, which is the basic data of the shape prior energy term that the experiment shown in Figure 5 relies on. In the first row of Figure 5, we directly superimpose initial contours on three infrared images with ocean background. The family of comparison methods here is the same as that of Figure 3, and the second to fifth rows of Figure 5 are the segmentation results by using the LSEWR, RSF, LGDF, and LIF models, respectively. From the second to fifth rows of Figure 5, we can clearly see that the evolution of the four comparison methods LSEWR, RSF, LGDF, and LIF are all deflected by the background interference region, which directly leads to their segmentation errors. The sixth row shows the segmentation results of the CREMERS model. Since it lacks an internal mechanism that can effectively process the affine transformation, it outputs wrong segmentation results on all three images. As we expected, our method can accurately segment real ship targets, and its convergence contours are shown in the seventh row of Figure 5.

4.1.3. Insensitivity to Contour Initialization. When using the LSMs to perform image segmentation tasks, we often need to set a spatial base point, i.e., the initial curve, for the evolution process of the LSF. We can either set it manually (the person is in the task loop) or use the rough segmentation results of some algorithms as the initial curve of the evolution process. The degree to which the initial curve affects the final segmentation result has become an important indicator for measuring the degree of automation of the algorithm. When the initial curve has no effect on the segmentation results, we can call the algorithm fully automated. Otherwise, we need to carefully design the position and posture of the initial curve because different initial curves may evolve into different segmentation results. In this section, we will test the sensitivity of the proposed algorithm to initialization through a set of comparison experiments. The methods involved in the comparison are LSEWR model, RSF model, LGDF model, and LIF model. In this set of comparison experiments, we intentionally turned off the shape prior item. In other words, the simplified model at the moment is also a pure data-driven type. What needs to be additionally explained here is that the proposed method has closed its

Figure 2: A set of comparison segmentation experiments on synthetic images with a single prior. The first row is the input images along with artificial interference and initial contours. The second to seventh rows are the segmentation results by using the LSEWR, RSF, LGDF, LIF, CREMERS, and our SP-LEM models, respectively. The green, red, and blue contours are the initial contour, the final target contour, and the input shape prior, respectively. The relevant task parameters are $N = 1$, $\mu = 0.04$, $\Delta t = 5.5$, $\sigma = 3$, and $\epsilon = 3$. 
Figure 3: A set of comparison segmentation experiments on real infrared tank images in the case of multiple shape priors. The first row is the input images along with initial contours. The second to seventh rows are the segmentation results by using the LSEWR, RSF, LGDF, LIF, CREMERS, and our SP-LEM models, respectively. The relevant task parameters are $N = 1, \mu = 0.03, \Delta t = 6, \sigma = 2.5$, and $\epsilon = 1.5$. 
4.1.4. Adaptability to Weak Target Edges. In this section, we will test the ability of the proposed algorithm in terms of weak target edge capture. We select several representative methods in the field of LSM to participate in the comparison. They are LSEWR model, RSF model, LGDF model, and LIF model. In this set of comparison experiments, we will continue to close the shape prior term, the purpose of which is to provide a fair and consistent logical framework for the family of methods involved in the comparison; i.e., they are data-driven segmentation methods and do not contain any form of priori information. The reason for deleting the CREMERS method from the comparison methods family is the same as the experimental procedure corresponding to Figure 7. We present this set of comparison experiments in Figure 8, where the first column is the input images (they are some typical images with weak target edges) with the initial contours superimposed, and the second to sixth columns are the segmentation results by using the LSEWR, RSF, LGDF, LIF, and our SP-LEM models, respectively. Our method uses a probability-weighted edge stop function, which embeds regional statistical information into the edge stop function. Therefore, it has a strong weak edge extraction ability (as shown in the rightmost column of Figure 8). While the four methods involved in the comparison are all dragged by the spurious information in the background of the image to the wrong locations; i.e., they all have different degrees of segmentation errors (as shown in the second to fifth columns of Figure 8).

4.2. Discussion

4.2.1. Objective Measure of Segmentation Results. We will take the following Dice similarity coefficient (DSC) [27] metric to objectively measure the accuracy of the segmentation results:

\[
DSC = \frac{2N(S_{\text{reference}} \cap S_{\text{test}})}{N(S_{\text{reference}}) + N(S_{\text{test}})},
\]

where “∩” and “∪” represent the intersection and union of two regions, respectively, \( S_{\text{test}} \) and \( S_{\text{reference}} \) are the output regions of the segmentation algorithm and the ground truth, respectively, and \( N(\cdot) \) represents the number of pixels in the enclosed set. Obviously, the closer the DSC value to 1, the better the segmentation result. Here, we take the comparison experiments shown in Figure 8 as an example to show the descriptive ability of the objective DSC metric shown in equation (17). The objective data in Table 1 well measure the statistical differences between the current segmentation results and the gold standard (ground truth) based on equation (17). Through these data, we further confirm from the objective metric dimension that the proposed method does have a strong weak target edge capture ability.

4.2.2. Principles of Choosing Time Step \( \mu \) and \( \Delta t \). When numerically implementing the proposed algorithm, the value of time step \( \Delta t \) can be much larger than the same parameter used in the traditional LSMs. We attempted to select values for time step in a relatively wide range, for example, from 0.15 to 120. Now, naturally, a question arises: What is the value range of \( \Delta t \) in which the LSE process does not cause oscillation? Through the experiments in this paper, we have found that as long as the product of \( \mu \) and \( \Delta t \) satisfies \( \mu \Delta t < 0.25 \), the evolution process of the level set can be guaranteed to be stable. It is true that large time step can accelerate the evolution process, but when its value is too

Figure 4: Shape prior database of tank targets.
Figure 5: A set of comparison segmentation experiments on real infrared ship images in the case of multiple shape priors. The first row is the input images along with initial contours. The second to seventh rows are the segmentation results by using the LSEWR, RSF, LGDF, LIF, CREMERS, and our SP-LEM models, respectively. The relevant task parameters are $N = 2$, $\mu = 0.05$, $\Delta t = 4.5$, $\sigma = 3.5$, and $\epsilon = 3$. 
4.2.4. Effect of the Parameter ε on Segmentation Performance.

The parameter ε in equation (14) has a direct impact on the capture range and accuracy of the proposed segmentation model, specifically: the parameter ε affects the profile of δᵣ(φ), and a bigger ε will cause a broader profile, which will expand the capture scope but decrease the accuracy of the final contour. The change curve of function δᵣ(·) about the independent variable x shown in Figure 9 also visually reflects the above conclusion; i.e., the span of the curve (which will have a direct impact on the capture range of the segmentation model) increases with the increase of parameter ε, while the sharp degree and peak value of the curve (which will have a direct impact on the location accuracy of the segmentation model) decrease with the increase of the parameter ε.

Figure 10 shows the verification experiment of the influence of parameter ε on segmentation performance. The test image contains a small amount of Gaussian noise and several deeply concave regions (as shown in Figure 10(a)). Here, we use a set of gradually increasing values of ε whose set of values is {0.05, 0.5, 1, 3, 5, 10, 15} to segment it. When the value of the parameter ε is greater than 5 (as shown in Figures 10(f)–10(h)), the segmentation behavior is indeed extended to a large image range, and the deeply concave regions are successfully captured. However, the spurious information in the background brings great interference to the segmentation process, and the degree of interference increases with the increase of parameter ε. On the contrary, when the parameter ε is very small (as shown in Figure 10(b)), the curve is completely incapable of moving, and the evolution process cannot be advanced into the deeply concave regions. That is to say, under such a parameter configuration, the evolution curve cannot be effectively expanded, which is equivalent to reaching the extreme of location accuracy. What needs to be specifically stated here is that we do not show the change curve in Figure 9 under the extremely small parameter ε corresponding to Figure 10(b). The main reason is that under such an extremely small parameter ε, the peak of the curve will become extremely steep, and other curves will be very low, which is not conducive to the display of comparison effect, so we omitted it.

According to our statistical analysis, when parameter ε is taken in range [0.5, 3], a good compromise between capture range and location accuracy can be achieved.

4.2.5. The Relationship between Evolution Speed and Image Resolution. In Section 4.1, we did not quantitatively analyze
Figure 7: Demonstration experiment for testing the insensitivity of the comparison models to initializations. Subgroup (I): the first row of (I) is the input image along with the initial contours, while the second to sixth rows of (I) correspond to the final contours of LSEWR, RSF, LGDF, LIF, and our SP-LSM models, respectively. Subgroup (II): the data layout of (II) is the same as that of (I). The relevant task parameters are $\mu = 0.03$, $\Delta t = 7$, $\sigma = 1.5$, and $\epsilon = 2.5$. 
The relationship between image resolution (it is measured by the total number of pixels in the image) and evolution speed (it is measured by CPU time). In this section, we will quantitatively analyze it through a group of experiments. The image data required for this set of experiments are generated by continuously downsampling (interpolation type) the input image. In addition, the multiresolution analysis tools such as wavelet decomposition can also be used to generate the images with gradually reduced resolutions. Figure 11 presents a set of validation experiments used to study the relationship between evolution speed and image resolution, and the basic image it uses is shown in Figure 12; the target to be segmented is an infrared aircraft with an approximately homogeneous gray distribution in the middle of the image. Figure 12(a) shows the segmentation result at the original resolution, and Figures 11(b)–11(e) show the segmentation results with the resolution of the latter input image reduced by half relative to the previous input image. When setting the initial curve, we adopt a rectangular contour covering almost the whole image plane, which is the same distance from the upper and lower image boundaries, and both are equal to five percent of the height of the image. At the same time, it is the same distance from the left and right image boundaries, and both are equal to five percent of the width of the image. Table 2 lists the mapping data between CPU time and image resolution. For the data change phenomenon in Table 2, we give the
Figure 9: The change curve of the function $\delta_\varepsilon(\cdot)$ under different values of $\varepsilon$.

Figure 10: Continued.
following intuitive explanation: when the resolution of the image is large, there are more pixels to refresh in the evolution process of the LSF, so the CPU time will naturally increase accordingly. In order to obtain a quantitative functional relationship between CPU time and image resolution, we perform polynomial fitting on these discrete data shown in Table 2. The fitted function curve is shown in Figure 13. From Figure 13,
we find that the discrete data can be well fitted by a one-order polynomial function (linear function). The mathematical expression corresponding to the fitted curve is as follows:

\[ f(x) = 0.00010986 \times x + 7.7473 \]

5. Conclusions

In this paper, the original LSEWR model is deeply optimized from two aspects: firstly, the two concepts of probability weighting and adaptive coefficient are introduced. The purpose of probability weighting is to embed regional statistical information into the edge stopping function to enhance the model’s ability to capture weak edges, while the purpose of introducing adaptive coefficient is to make the LSE determine its evolution direction and intensity adaptively according to current pixel coordinate and local region information and thus completely overcome the initialization problem of the original LSEWR model; i.e., the segmentation results are highly sensitive to contour initialization. Secondly, the shape priors are embedded into the optimized LSEWR model. Under the influence of KDE thought, even if there is obvious affine transformation in the shape prior and the target to be segmented, the target contour can still be reconstructed correctly. The extensive and promising experimental results on numerous synthetic and real images have shown that our method can efficiently improve the image segmentation performance, in terms of application on synthetic images with affine transformation and artificial interference, application on real infrared images with similar target region pattern, insensitivity to contour initialization, and adaptability to weak target edges. In addition, we also specifically analyzed several key factors that have a significant impact on the performance of the proposed algorithm.
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