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Abstract. 
This paper studies the effect of inflation and customer returns on joint pricing and inventory control for deteriorating items. We adopt a price and time dependent demand function, also the customer returns are considered as a function of both price and demand. Shortage is allowed and partially backlogged. The main objective is determining the optimal selling price, the optimal replenishment cycles, and the order quantity simultaneously such that the present value of total profit in a finite time horizon is maximized. An algorithm has been presented to find the optimal solution. Finally, we solve a numerical example to illustrate the solution procedure and the algorithm.


1. Introduction
Recently, many researchers have studied the problem of joint pricing and inventory control for deteriorating items. Generally, deterioration is defined as decay, damage, spoilage, evaporation, and loss of utility of the product. Most physical goods undergo decay or deterioration over time such as medicines, volatile liquids, blood banks, and others [1]. The first attempt to describe optimal ordering policies for deteriorating items was made by Ghare and Schrader [2]. Later, Covert and Philip [3] derived the model with variable deteriorating rate of two-parameter Weibull distribution. Goyal and Giri [4] presented a detailed review of deteriorating inventory literatures. Abad [5, 6] considered a pricing and lot-sizing problem for a perishable good under exponential decay and partial backlogging. Dye [7] proposed the joint pricing and ordering policies for a deteriorating inventory with price-dependent demand and partial backlogging. Dye et al. [8] developed an inventory and pricing strategy for deteriorating items with shortages when demand and deterioration rate are continuous and differentiable function of price and time, respectively. Chang et al. [9] introduced a deteriorating inventory model with price-time-dependent demand and partial backlogging. Nakhai and Maihami [10] developed the joint pricing and ordering policies for deteriorating items with partial backlogging where the demand is considered as a function of both price and time. Tsao and Sheen [11] proposed the problem of dynamic pricing and replenishment for a deteriorating item under the supplier’s trade credit and the retailer’s promotional effort. Sarkar [12] extended the model with finite replenishment rate, stock-dependent demand, imperfect production, and delay in payments with two progressive periods. Sarkar [13] proposed an EOQ (economic order quantity) model for finite replenishment rate with delay in payments. In this model, deterioration and demand of the item have been considered as a time-dependent function. Sett et al. [14] considered a two-warehouse inventory model with quadratic increasing demand and time-varying deterioration. This model is derived with a finite replenishment rate and unequal length of the cycle time. Sarkar et al. [15] developed an economic production quantity model with stochastic demand in an imperfect production system. This model is derived for both continuous and discrete random demands.
In all the above models, the inflation and the time value of money were disregarded, but most of the countries have suffered from large-scale inflation and sharp decline in the purchasing power of money during years. As a result, while determining the optimal inventory policies, the effects of inflation and time value of money cannot be ignored. First, Buzacott [16] presented the EOQ model with inflation. Following Buzacott [16], several researchers (Misra [17], Jolai et al. [18], etc.) have extended their approaches to distinguish the inventory models by considering the time value of money, the different inflation rates for the internal and external costs, finite replenishment, shortages, and so forth. Park [19] derived the economic order quantity in terms of purchasing credit. Datta and Pal [20] discussed a model with shortages and time-dependent demand rates to study the effects of inflation and time value of money on a finite time horizon. Goel et al. [21] developed the model economic discount value for multiple items with restricted warehouse space and the number of orders under inflationary conditions. Hall [22] presented a new model with the increasing purchasing price over time. Sarker and Pan [23] surveyed the effects of inflation and the time value of money on the optimal ordering quantities and the maximum allowable shortage in a finite replenishment inventory system. Hariga and Ben-Daya [24] have presented time-varying lot-sizing models with a time-varying demand pattern, taking into account the effects of inflation and time value of money. Horowitz [25] discussed an EOQ model with a normal distribution for the inflation. Moon and Lee [26] developed an EOQ model under inflation and discounting with a random product life cycle. Mirzazadeh and Sarfaraz [27] presented a multiple-item inventory system with a budget constraint and the uniform distribution function for the external inflation rate. Dey et al. [28] developed the model for a deteriorating item with time-dependent demand rate and interval-valued lead time under inflationary conditions. Mirzazadeh et al. [29] considered stochastic inflationary conditions with variable probability density functions (pdfs) over the time horizon and the demand rate is dependent on the inflation rates. Wee and Law [30] developed a deteriorating inventory model taking into account the time value of money for a deterministic inventory system with price-dependent demand. Hsieh and Dye [31] presented pricing and inventory control model for deterioration items taking into account the time value of money. In their model, shortage was allowed and partially backlogged and the demand was assumed as a function of price and time. Sarkar and Moon [32] developed a production inventory model for stochastic demand with inflation in an imperfect production system. Sarkar et al. [33] presented an EMQ (economic manufacturing quantity) model for time varying demand with inflation in an imperfect production process. Sarkar et al. [34] considered an economic order quantity model for various types of deterministic demand patterns in which the delay periods and different discount rates on purchasing cost are offered by the supplier to the retailers in the presence of inflation.
In the classical EOQ models, customer returns have not been considered, while in supply chain retailers can return some or all unsold items at the end of the selling season to the manufacturer and receive a full or partial refund. Hess and Mayhew [35] studied the problem of customer return by using regression methods to model the returns for a large direct market. Anderson et al. [36] found that the quantity sold has a strong positive linear relationship with number of returns. Same as Hess and Mayhew, they used regression models to show that as the price increases, both the number of returns and the return rate increase. These empirical investigations provide evidence to support the view that customer returns increase with both the quantity sold and the price set for the product. Chen and Bell [37] considered the customer returns as a function of price and demand simultaneously. Pasternack [38] studied the newsvendor problem framework for a seasonal product where a percentage of the order quantity could be returned from the retailers to the manufacturer. Zhu [39] presented a single-item periodic-review model for the joint pricing and inventory replenishment problem with returns and expediting. Yet, only a few authors have investigated the effect of customer returns on joint pricing and inventory control.
In the previous research that considered the impact of customer returns on pricing and inventory control for deteriorating items, the effect of time value of money has not been considered. However, in order to consider the realistic circumstances, the effect of time value of money should be considered. On the other hand, in nearly all papers that consider the impact of customer returns on pricing and inventory control, the return functions are dependent on price or demand, separately. But the empirical findings of Anderson et al. [36] provide evidence to support the view that customer returns increase with both the quantity sold and the price set for the product. The present paper studies the effect of inflation and customer returns on the joint pricing and inventory control for deteriorating items. We assume that the customer returns increase with both the quantity sold and the product price. The demand is deterministic and depends on time and price simultaneously. Shortages are allowed and partially backlogged. An optimization procedure is presented to derive the optimal time with positive inventory, selling price, and the number of replenishments and then obtains the optimal order quantity when the total present value of profits is maximized. Thus, the replenishment and price policies are appropriately developed. Numerical examples are provided to illustrate the proposed model.
The rest of the paper is organized as follows. In Section 2, assumptions and notations throughout this paper are presented. In Section 3, we establish the mathematical model. Next, in Section 4, an algorithm is presented to find the optimal selling price and inventory control variables. In Section 5, we use a numerical example and, finally, summary and some suggestions for the future are presented in Section 6.
2. Notations and Assumptions 
The following notations and assumptions are used throughout the paper.
Notations.  
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: The present-value of total profit over the time horizon. 
Assumptions. In this paper, the following assumptions are considered.(1)There is a constant fraction of the on-hand inventory deteriorates per unit of time and there is no repair or replacement of the deteriorated inventory.(2)The replenishment rate is infinite and the lead time is zero.(3)The demand rate, 
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 [5].(5)The time horizon is finite. (6)Following the empirical findings of Anderson et al. [36], we assume that customer returns increase with both the quantity sold and the price using the following general form: 
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3. Model Formulation
We use Nakhai and Maihami inventory shortage model [10]. According to this model; the inventory system is as follows: 
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 (see Figure 1).


	
		
			
		
		
			
		
		
	
	
	
	
	
	
	
	
	
		
			
		
		
			
		
		
			
		
			
	
	
	
		
	
	
	
	
	
		
	
	
	
	
	
	
		
	
	
	
		
			
		
		
			
		
		
			
	
	
	
	
	
	
	
	
	
	
	
	
	

Figure 1: Graphical representation of inventory system.


The equation representing the inventory status in system for the first interval [10] is as follows: 
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					Now, we can obtain the present value of inventory costs and sales revenue for the first cycle, which consists of the following elements.(1)Since replenishment in each cycle has been done at the start of each cycle, the present value of replenishment cost for the first cycle will be 
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(3)The present value of shortage cost (SC) due to backlog for the first cycle is
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, p, and 
	
		
			

				𝑁
			

		
	
 that maximize 
	
		
			
				P
				W
				T
				P
				(
				𝑝
				,
				𝑡
			

			

				1
			

			
				,
				𝑇
				)
			

		
	
 subject to 
	
		
			
				𝑝
				>
				0
			

		
	
 and 
	
		
			
				0
				<
				𝑡
			

			

				1
			

			
				<
				𝑇
			

		
	
, where 
	
		
			

				𝑁
			

		
	
 is a discrete variable and 
	
		
			

				𝑝
			

		
	
 and 
	
		
			

				𝑡
			

			

				1
			

		
	
 are continuous variables. For a given value of N, the necessary conditions for finding the optimal 
	
		
			

				𝑝
			

			

				∗
			

		
	
 and 
	
		
			

				𝑡
			

			
				∗
				1
			

		
	
 are given as follows:
						
	
 		
 			
				(
				1
				6
				)
			
 			
				(
				1
				7
				)
			
 		
	

	
		
			
				𝜕
				P
				W
				T
				P
			

			
				
			
			
				
				𝜕
				𝑝
				𝑝
				,
				𝑡
			

			

				1
			

			
				
				1
				,
				𝑁
				=
				−
			

			
				
			
			
				
				(
				−
				𝜆
				+
				𝑟
				)
				(
				𝛿
				+
				𝜆
				)
				𝑟
				−
				1
				+
				𝑒
			

			
				−
				(
				𝑟
				𝐻
				/
				𝑁
				)
			

			
				
				×
				
				
				−
				𝑟
				𝑒
			

			
				−
				(
				𝛿
				𝐻
				/
				𝑁
				)
			

			

				𝑒
			

			
				−
				(
				𝑟
				𝐻
				/
				𝑁
				)
			

			
				(
				−
				𝜆
				+
				𝑟
				)
				(
				𝑎
				−
				𝑏
				𝑝
				)
				𝑒
			

			
				(
				(
				𝛿
				+
				𝜆
				)
				𝐻
				)
				/
				𝑁
			

			
				+
				𝑟
				𝑒
			

			
				−
				(
				𝛿
				𝐻
				/
				𝑁
				)
			

			

				𝑒
			

			
				(
				𝛿
				+
				𝜆
				)
				𝑡
			

			

				1
			

			
				(
				−
				𝜆
				+
				𝑟
				)
				(
				𝑎
				−
				𝑏
				𝑝
				)
				𝑒
			

			
				−
				(
				𝑟
				𝐻
				/
				𝑁
				)
			

			
				
				+
				(
				𝛿
				+
				𝜆
				)
				𝑟
				(
				𝑎
				−
				𝑏
				𝑝
				)
				𝑒
			

			
				−
				𝑡
			

			

				1
			

			
				(
				−
				𝜆
				+
				𝑟
				)
			

			
				+
				
				−
				1
				
				
				(
				(
				−
				S
				V
				+
				2
				𝑝
				)
				𝛽
				+
				𝛼
				(
				𝑎
				−
				𝑏
				𝑝
				)
				)
				𝑟
				−
				2
			

			
				
			
			
				2
				
				
				𝑒
				S
				V
				+
				𝑝
				𝜆
				𝛽
			

			
				𝑟
				𝑡
			

			

				1
			

			
				−
				𝑟
				𝛼
				(
				𝑎
				−
				𝑏
				𝑝
				)
				𝑒
			

			
				𝜆
				𝑡
			

			

				1
			

			
				
				−
				1
				−
				2
			

			
				
			
			
				2
				
				
				𝑒
				S
				V
				+
				𝑝
				(
				−
				𝜆
				+
				𝑟
				)
				𝛽
			

			
				−
				𝑟
				𝑡
			

			

				1
			

			
				−
				𝑟
				(
				𝑎
				−
				𝑏
				𝑝
				)
				
				
				
				−
				1
				+
				𝑒
			

			
				−
				𝑟
				𝐻
			

			
				
				
				=
				0
				,
				𝜕
				P
				W
				T
				P
			

			
				
			
			
				𝜕
				𝑡
			

			

				1
			

			
				
				𝑝
				,
				𝑡
			

			

				1
			

			
				
				=
				1
				,
				𝑁
			

			
				
			
			
				
				(
				𝑟
				−
				𝛿
				−
				𝜆
				)
				(
				−
				𝜆
				+
				𝑟
				)
				(
				𝜃
				+
				𝑟
				)
				(
				𝛿
				+
				𝜆
				)
				𝑟
				−
				1
				+
				𝑒
			

			
				−
				(
				𝑟
				𝐻
				/
				𝑁
				)
			

			
				
				×
				
				
				−
				2
				(
				𝛿
				+
				𝜆
				)
				𝑟
				(
				𝜃
				+
				𝑟
				)
				𝑒
			

			
				−
				𝑟
				𝑡
			

			

				1
			

			
				(
				𝑎
				−
				𝑏
				𝑝
				)
				𝑐
			

			

				3
			

			
				
				1
				𝑟
				−
			

			
				
			
			
				2
				1
				𝛿
				−
			

			
				
			
			
				2
				𝜆
				
				×
				(
				−
				𝜆
				+
				𝑟
				)
				𝑒
			

			
				−
				(
				𝑟
				𝐻
				/
				𝑁
				)
			

			

				𝑒
			

			
				(
				−
				𝑡
			

			

				1
			

			
				(
				𝑟
				−
				𝛿
				−
				𝜆
				)
				𝑁
				+
				𝐻
				(
				𝑟
				−
				𝛿
				)
				)
				/
				𝑁
			

			
				+
				
				
				1
				2
				(
				𝛿
				+
				𝜆
				)
				𝑟
				−
			

			
				
			
			
				2
				1
				𝛿
				−
			

			
				
			
			
				2
				𝜆
				
				𝑒
			

			
				(
				𝑡
			

			

				1
			

			
				(
				𝛿
				+
				𝜆
				)
				𝑁
				+
				𝑟
				𝐻
				)
				/
				𝑁
			

			
				−
				𝑟
			

			

				2
			

			

				𝑒
			

			
				(
				(
				𝛿
				+
				𝜆
				)
				𝐻
				+
				𝑟
				𝑡
			

			

				1
			

			
				𝑁
				)
				/
				𝑁
			

			
				+
				𝑒
			

			

				𝑡
			

			

				1
			

			
				(
				𝑟
				+
				𝛿
				+
				𝜆
				)
			

			
				(
				𝑟
				−
				𝛿
				−
				𝜆
				)
			

			

				2
			

			
				
				×
				(
				𝜃
				+
				𝑟
				)
				𝑒
			

			
				−
				𝑟
				𝑡
			

			

				1
			

			
				(
				𝑎
				−
				𝑏
				𝑝
				)
				(
				−
				𝜆
				+
				𝑟
				)
				𝑐
			

			

				2
			

			
				×
				𝑒
			

			
				(
				𝐻
				(
				−
				𝑟
				−
				𝛿
				)
				−
				𝑟
				𝑡
			

			

				1
			

			
				𝑁
				)
				/
				𝑁
			

			
				+
				×
				
				×
				
				−
				1
				(
				𝛿
				+
				𝜆
				)
				2
				(
				𝑟
				−
				𝛿
				−
				𝜆
				)
				(
				𝜃
				+
				𝑟
				)
			

			
				
			
			
				2
				
				𝑒
				𝜆
				+
				𝑟
			

			
				−
				𝑟
				𝑡
			

			

				1
			

			
				(
				𝑎
				−
				𝑏
				𝑝
				)
				×
				𝑐
			

			

				3
			

			

				𝑒
			

			
				−
				(
				𝑟
				𝐻
				/
				𝑁
				)
			

			

				𝑒
			

			
				(
				−
				𝑡
			

			

				1
			

			
				(
				−
				𝜆
				+
				𝑟
				)
				𝑁
				+
				𝑟
				𝐻
				)
				/
				𝑁
			

			
				+
				
				𝑒
			

			

				𝑡
			

			

				1
			

			
				(
				𝛿
				+
				𝜆
				)
			

			
				(
				−
				𝜆
				+
				𝑟
				)
				×
				(
				𝑟
				−
				𝛿
				−
				𝜆
				)
				(
				−
				𝑝
				+
				𝑐
				)
				×
				𝑒
			

			
				−
				(
				𝛿
				𝐻
				/
				𝑁
				)
			

			
				+
				𝑟
				𝛿
				𝑐
			

			

				3
			

			

				𝑒
			

			
				−
				𝑟
				𝑡
			

			

				1
			

			

				𝑒
			

			
				𝐻
				𝜆
				/
				𝑁
			

			
				
				×
				(
				𝜃
				+
				𝑟
				)
				(
				𝑎
				−
				𝑏
				𝑝
				)
				𝑒
			

			
				−
				(
				𝑟
				𝐻
				/
				𝑁
				)
			

			
				×
				
				−
				
				−
				(
				𝑟
				−
				𝛿
				−
				𝜆
				)
				𝑟
				𝑝
				+
				𝑝
				𝜃
				+
				𝑐
			

			

				1
			

			
				
				(
				𝑎
				−
				𝑏
				𝑝
				)
				𝑒
			

			
				−
				𝑡
			

			

				1
			

			
				(
				−
				𝜆
				+
				𝑟
				)
			

			
				
				+
				(
				𝑎
				−
				𝑏
				𝑝
				)
				𝑐
				𝜃
				+
				𝑐
			

			

				1
			

			
				
				𝑒
				+
				𝑟
				𝑐
			

			

				𝑡
			

			

				1
			

			
				(
				𝜃
				+
				𝜆
				)
			

			
				
				+
				(
				𝑝
				−
				S
				V
				)
				𝛼
				(
				𝑎
				−
				𝑏
				𝑝
				)
				𝑒
			

			
				𝜆
				𝑡
			

			

				1
			

			
				
				+
				𝛽
				𝑝
				×
				(
				𝜃
				+
				𝑟
				)
				𝑒
			

			
				−
				𝑟
				𝑡
			

			

				1
			

			
				
				
				𝑟
				
				×
				
				(
				−
				𝜆
				+
				𝑟
				)
				−
				1
				+
				𝑒
			

			
				−
				𝑟
				𝐻
			

			
				
				
				=
				0
				.
			

		
	

4. Optimal Solution Procedure
The objective function has three variables. The number of replenishments (N) is a discrete variable, the length of time in which there is no inventory shortage (
	
		
			

				𝑡
			

			

				1
			

		
	
), and the selling price per unit (p). The following algorithm is used to obtain the optimal amount of 
	
		
			

				𝑡
			

			

				1
			

		
	
, p, N [30].
Step 1. let 
	
		
			
				𝑁
				=
				1
			

		
	
.
Step 2. For different integer 
	
		
			

				𝑁
			

		
	
 values, derive 
	
		
			

				𝑡
			

			
				∗
				1
			

		
	
 and 
	
		
			

				𝑝
			

			

				∗
			

		
	
 from (16) and (17). Substitute 
	
		
			
				(
				𝑝
			

			

				∗
			

			
				,
				𝑡
			

			
				∗
				1
			

			
				,
				𝑁
			

			

				∗
			

			

				)
			

		
	
 to (15) to derive 
	
		
			
				P
				W
				T
				P
				(
				𝑝
			

			

				∗
			

			
				,
				𝑡
			

			
				∗
				1
			

			
				,
				𝑁
			

			

				∗
			

			

				)
			

		
	
.
Step 3. Add one unit to 
	
		
			

				𝑁
			

		
	
 and repeat Step 2 for new 
	
		
			

				𝑁
			

		
	
. If there is no increase in the last 
	
		
			
				P
				W
				P
				T
			

		
	
, then show the last one.
The 
	
		
			
				(
				𝑝
			

			

				∗
			

			
				,
				𝑡
			

			
				∗
				1
			

			
				,
				𝑁
			

			

				∗
			

			

				)
			

		
	
 and 
	
		
			
				P
				W
				T
				P
				(
				𝑝
			

			

				∗
			

			
				,
				𝑡
			

			
				∗
				1
			

			
				,
				𝑁
			

			

				∗
			

			

				)
			

		
	
 values constitute the optimal solution and satisfy the following conditions:
						
	
 		
 			
				(
				1
				8
				)
			
 		
	

	
		
			
				
				𝑝
				Δ
				P
				W
				T
				P
			

			

				∗
			

			
				,
				𝑡
			

			
				∗
				1
			

			
				,
				𝑁
			

			

				∗
			

			
				
				
				𝑝
				<
				0
				<
				Δ
				P
				W
				T
				P
			

			

				∗
			

			
				,
				𝑡
			

			
				∗
				1
			

			
				,
				𝑁
			

			

				∗
			

			
				
				,
				−
				1
			

		
	

					where
						
	
 		
 			
				(
				1
				9
				)
			
 		
	

	
		
			
				
				𝑝
				Δ
				P
				W
				T
				P
			

			

				∗
			

			
				,
				𝑡
			

			
				∗
				1
			

			
				,
				𝑁
			

			

				∗
			

			
				
				
				𝑝
				=
				P
				W
				T
				P
			

			

				∗
			

			
				,
				𝑡
			

			
				∗
				1
			

			
				,
				𝑁
			

			

				∗
			

			
				
				
				𝑝
				+
				1
				−
				P
				W
				T
				P
			

			

				∗
			

			
				,
				𝑡
			

			
				∗
				1
			

			
				,
				𝑁
			

			

				∗
			

			
				
				.
			

		
	

					Substitute 
	
		
			
				(
				𝑝
			

			

				∗
			

			
				,
				𝑡
			

			
				∗
				1
			

			
				,
				𝑁
			

			

				∗
			

			

				)
			

		
	
 to (7) to derive the Nth replenishment lot size.
If the objective function is concave, the following sufficient conditions must be satisfied:
						
	
 		
 			
				(
				2
				0
				)
			
 		
	

	
		
			
				
				𝜕
			

			

				2
			

			
				P
				W
				T
				P
			

			
				
			
			
				𝜕
				𝑝
				𝜕
				𝑡
			

			

				1
			

			

				
			

			

				2
			

			
				−
				
				𝜕
			

			

				2
			

			
				P
				W
				T
				P
			

			
				
			
			
				𝜕
				𝑡
			

			
				2
				1
			

			
				
				
				𝜕
			

			

				2
			

			
				P
				W
				T
				P
			

			
				
			
			
				𝜕
				𝑝
			

			

				2
			

			
				
				<
				0
				,
			

		
	

					and any one of the following:
						
	
 		
 			
				(
				2
				1
				)
			
 		
	

	
		
			

				𝜕
			

			

				2
			

			
				P
				W
				T
				P
			

			
				
			
			
				𝜕
				𝑡
			

			
				2
				1
			

			
				𝜕
				<
				0
				,
			

			

				2
			

			
				P
				W
				T
				P
			

			
				
			
			
				𝜕
				𝑝
			

			

				2
			

			
				<
				0
				.
			

		
	

					Since 
	
		
			
				P
				W
				T
				P
			

		
	
 is a very complicated function due to high-power expression of the exponential function, it is not possible to show analytically the validity of the above sufficient conditions. Thus, the sign of the above quantity in (21) is assessed numerically. The computational results are shown in the following illustrative example.
5. Numerical Example 
To illustrate the solution procedure and the results, let us apply the proposed algorithm to solve the following numerical examples. The results can be found by applying Maple 13. This example is based on the following parameters and functions:

	
		
			
				𝐷
				(
				𝑝
				,
				𝑡
				)
				=
				(
				5
				0
				0
				−
				0
				.
				5
				𝑝
				)
				𝑒
			

			
				−
				0
				.
				9
				8
				𝑡
			

		
	
, 
	
		
			

				𝑐
			

			

				1
			

			
				=
				$
				5
				0
			

		
	
/per unit/per unit time, 
	
		
			

				𝑐
			

			

				2
			

			
				=
				$
				3
				0
			

		
	
/per unit/per unit time, 
	
		
			

				𝑐
			

			

				3
			

			
				=
				$
				3
				0
			

		
	
/per unit, 
	
		
			
				𝑐
				=
				$
				1
				0
				0
			

		
	
/per unit, 
	
		
			
				𝐴
				=
				$
				3
				0
			

		
	
/per order, 
	
		
			
				𝜃
				=
				0
				.
				0
				8
			

		
	
, 
	
		
			
				𝛽
				(
				𝑥
				)
				=
				𝑒
			

			
				0
				.
				2
				𝑥
			

		
	
, 
	
		
			
				𝑟
				=
				0
				.
				1
				2
			

		
	
, 
	
		
			
				𝑅
				(
				𝑝
				,
				𝑡
				)
				=
				0
				.
				2
				∗
				𝐷
				(
				𝑝
				,
				𝑡
				)
				+
				0
				.
				3
				𝑝
			

		
	
, 
	
		
			
				S
				V
				=
				$
				2
				0
				0
			

		
	
/per unit, and 
	
		
			
				𝐻
				=
				4
				0
			

		
	
 unit time.

From Table 1, if all the conditions and constraints in (15)–(21) are satisfied, optimal solution can be derived. In this example, the maximum present value of total profit is found in the 11th cycle. The total number of order is therefore 
	
		
			
				(
				𝑁
				+
				1
				)
			

		
	
 or 12. With twelve orders, the optimal solution is as follows:
						
	
 		
 			
				(
				2
				2
				)
			
 		
	

	
		
			

				𝑝
			

			

				∗
			

			
				=
				2
				5
				4
				.
				8
				4
				7
				7
				,
				𝑡
			

			
				∗
				1
			

			
				𝑇
				=
				2
				.
				7
				1
				2
				6
				,
			

			

				∗
			

			
				=
				3
				.
				6
				3
				,
				P
				W
				T
				P
			

			

				∗
			

			
				𝑄
				=
				3
				5
				9
				1
				9
				.
				3
				9
				2
				8
				,
			

			

				∗
			

			
				=
				3
				9
				2
				.
				2
				2
				6
				0
				.
			

		
	

Table 1: Optimal solution of the example.
	

	
	
		
			

				𝑁
			

		
	
	
	
		
			

				𝑝
			

		
	
	Time interval	
	
		
			

				𝑄
			

		
	
	PWTP
	
	
		
			

				𝑡
			

			

				1
			

		
	
	
	
		
			

				𝑇
			

		
	

	

	10	257.5664	2.5798	4	391.0126	32372.5220
	11
                *
              	254.8477
                *
              	2.7126
                *
              	3.63
                *
              	392.2260
                *
              	35919.3928
                *
              
	12	694.1629	0.2142	3.33	107.4832	−161403.4113 
	



By substituting the optimal values of 
	
		
			

				𝑁
			

			

				∗
			

		
	
, 
	
		
			

				𝑝
			

			

				∗
			

		
	
, and 
	
		
			

				𝑡
			

			
				∗
				1
			

		
	
 to (21), it will be shown that PWTP is strictly concave (Figure 2):
						
	
 		
 			
				(
				2
				3
				)
			
 		
	

	
		
			

				𝜕
			

			

				2
			

			
				P
				W
				T
				P
			

			
				
			
			
				𝜕
				𝑡
			

			
				2
				1
			

			
				𝜕
				=
				−
				1
				1
				7
				6
				4
				.
				9
				5
				2
				8
				7
				,
			

			

				2
			

			
				P
				W
				T
				P
			

			
				
			
			
				𝜕
				𝑝
			

			

				2
			

			
				=
				−
				5
				.
				7
				4
				3
				3
				.
			

		
	



	
		
			
		
		
			
		
		
			
				
			
		
	
	
	
	
	
		
			
		
		
			
		
		
			
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
	
	
	
		
	
	
	
	
	
		
			
		
		
			
		
		
			
	
	
		
	
	
		
	
	
		
		
		
		
		
	
	
		
	
	
		
		
		
		
		
		
	
	
		
	
	
		
		
		
		
		
		
	
	
		
	
	
		
	
	
		
	
	
		
		
		
	
	
		
		
		
	
	
		
		
		
	
	
		
		
		
	
	
		
		
		
	
	
		
	
	
	
	

Figure 2: The graphical representation of the concavity of the present worth of total profit function 
	
		
			
				P
				W
				T
				P
				(
				𝑝
				,
				𝑡
			

			

				1
			

			
				,
				1
				1
				)
			

		
	
.


6. Conclusion
In this work, we addressed the problem of joint pricing and inventory control model for deteriorating items taking into account the time value of money and customer returns. The demand is deterministic and depends on time and price simultaneously. Also, the customer returns assumed as a function of both the quantity sold and the price. Shortage is allowed and partially backlogged. An algorithm is presented for deriving the optimal replenishment and pricing policy that wants to maximize the present value of total profit. Finally, a numerical example is provided to illustrate the algorithm and the solution procedure.
 This paper can be extended in several ways. For instance, the constant deterioration rate could be extended to a time-dependent function. Also, the deterministic demand function could be extended to the stochastic demand function. Finally, we could extend the model to incorporate some more realistic features such as quantity discounts and permissible delay in payments.
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