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e number of stock keeping units (SKUs) possessed by organizations can easily reach quite a few. An inventory management
policy for each individual SKU is not economical to design. ABC analysis is one of the conventionally used approaches to classify
SKUs. In the classical method, the SKUs are ranked with respect to the descending order of the annual dollar usage, which is the
product of unit price and annual demand.e few of the SKUs that have the highest annual dollar usage are in group A and should
be taken into account mostly; the SKUs with the least annual dollar usage are in group C and should be taken into account least;
the remaining SKUs are in group B. In this study, we proposed fuzzy c-means (FCM) clustering to a multicriteria ABC analysis
problem to help managers to make better decision under fuzzy circumstancse. e obtained results show that the FCM is a quite
simple and an easily adaptable method to inventory management.

1. Introduction

Inventory control is a well-known problem in operations
research. Several models have been developed to solve
inventory problems. In business, companies have hundreds
of different types of materials. erefore, it is easy to lose
control of managing the materials. Inventory classi�cation
using ABC analysis is one of the most widely used techniques
in organizations. ABC classi�cation allows an organization
to separate stock keeping units (SKUs) into three groups: A,
the most important; B, important; and C, the least important.
e purpose of classifying items into groups is to establish
appropriate levels of control over each item [1, 2]. e major
advantage ofABCanalysis is the easiness of use and simplicity
to understand. e items are classi�ed according to the
annual use value, which is the product of annual demand and
the average unit price [3].

e classi�cation of items into A, B, and C groups has
generally been implemented according to one criterion. For
inventory items, the criterion is frequently the annual dollar
usage of the item. However, it has been generally recognized
that the traditional ABC analysis has a serious drawback
that may inhibit the effectiveness of the procedure in some

situations. Using one criterion only may create problems of
signi�cant �nancial loss. For example, class C items with long
lead time or class A items prone to obsolescence may incur
�nancial losses due to a possible interruption of production
and/or huge inventory levels.erefore, it has been proposed
that multicriteria ABC classi�cation, such as lead time,
criticality of a stockout of the item, the rate of obsolescence,
the scarcity, substitutability, and order size requirement of the
item, can provide a more comprehensive managerial control
and to take other important criteria into consideration [2, 4,
5].

Complex computational tools are needed for traditional
multicriteria ABC classi�cation. One of them is the matrix-
based methodology. At this methodology, a joint criteria
matrix is developed in the case of two criteria. However,
the methodology is relatively difficult to use when more
criteria have to be considered [6]. e other technique used
to weigh the criteria is the analytic hierarchy process (AHP)
[1, 2, 7]. e main idea of AHP is to derive a single scalar
measure of importance of inventory items by subjectively
rating the criteria and/or the inventory items.e singlemost
important issue associated with AHP-based studies is the
subjectivity involved in the analysis [3].
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In this paper, we are concerned with the multicriteria
classi�cation method aimed to facilitate inventory manage-
ment. e classi�cation method is proposed through a case
study of an automative company. Being distinct from the
techniques used for multicriteria ABC analysis, the criteria
are not weighed in this method. erefore, this method does
not involve subjectivity. In addition, unlike other methods,
our method not only determines the matching to any of the
clusters but also gives the membership degrees to all clusters.
ese are our contributions to the literature.

e aim of this study is to develop a decision-making
approach to the ABC analysis method, which is a multicri-
teria decision-making problem. e remainder of the paper
is organized as follows: ABC analysis is described in Section
2. In Section 3 fuzzy c-means (FCM) clustering is explained.
In Section 4, the FCM is applied to a real life problem. Finally,
conclusions are drawn in Section 5.

2. ABC Analysis

e conventional ABC classi�cation based on Pareto prin-
ciple, developed at General Electric during the 1950s, is the
most popularmethod to classify the items in inventory [4]. In
this classi�cation, inventory items are ordered descendingly
with respect to their annual dollar usage values.e relatively
small number of items at the top of the list (approx. 10%)
controlling the majority of the total annual dollar usage
constitute class A, the majority of the items at the bottom of
the list (approx. 60%) controlling a relatively small portion
of the total annual dollar usage constitute class C, and the
items between the two classes constitute class B (approx.
30%).is classi�cationmay not always be accurate, but it has
been found too close to the existing occurrence in companies
with remarkable accuracy. Class A inventory items require
cautious inventory control because they represent a large
percentage of the total dollar value of the inventory. is
state requires certain demand forecasts and detailed record
keeping. Class C inventory items should receive a �exible
control. Class B items should have a control effort that lies
between A and C categories [1, 2].

Because of its easy-to-implement nature, applicability
to numerous situations, empirically observed bene�ts, and
remarkable effectiveness in many inventory systems, this
approach is still popularly used in practice. However, the
method has a serious drawback that may inhibit the effec-
tiveness of the procedure in some situations. e criterion
used in the conventional ABC classi�cation is the annual
dollar usage, so using one criterion may create problems of
signi�cant �nancial loss [4, 8]. us, the inventory control
problem becomes a multicriteria inventory classi�cation that
has been studied by some researchers. In the literature, some
of the considered criteria include inventory cost, criticality,
lead time, commonality, obsolescence, substitutability, num-
ber of requests for the item in a year, scarcity, durability,
substitutability, repairability, order size requirement, stock-
ability, demand distribution, and stockout penalty cost [2, 3].

2.1. Related Research. In recent years, several new mul-
ticriteria approaches to inventory classi�cation have been

introduced but all have some drawbacks. Classical ABC
classi�cation approach on two criteria is a step forward in
multicriteria ABC classi�cation. However, the methodology
is relatively difficult to use when more criteria have to be
considered. ere is no obvious way to extend the procedure
to more than two criteria [2]. e �rst paper about ABC
analysis was presented by Flores and Whybark in 1986 [9].
Affected from this study, Chen et al. [8] have presented a case-
based multicriteria ABC analysis by accounting additional
criteria, such as lead time and criticality of SKUs, to provide
managerial �exibility.

In 1990, amethodology based on statistical clusteringwas
proposed by Ernst and Cohen. But this approach requires
substantial data, the use of factor analysis, and a clustering
procedure, which may render it impractical in typical stock-
room environments. Furthermore, the clusters themselves
must be reevaluated in order to classify new stock items, so
there is a chance that previously classi�ed stock may end up
being classi�ed differently every time new items are added,
and this may disturb the inventory control procedure. In
short, the model may be too sophisticated for the average
manager [1].

e AHP process has also been proposed by several
authors for ABC classi�cation [6] Cakir and Canbolat [7]
have proposed AHP with integrating fuzzy technique to
solve the multicriteria inventory classi�cation problem. e
advantage of the AHP is that it can incorporate many criteria
and its ease of use on amassive accounting andmeasurement
system.One of the important drawbacks of themethod is that
a signi�cant amount of subjectivity is involved in pairwise
comparisons of criteria, rating levels, and assigning a rating
level and associated weights [1, 2].

Arti�cial intelligence is another method for multicriteria
inventory classi�cation. Guvenir and Erel [4] have presented
a new approach using AHP technique and genetic algorithm
to multicriteria classi�cation. Arti�cial neural network is
another technique, which is applicable to the classi�cation
process. Partovi and Anandarajan [1] have proposed an
arti�cial neural network (ANN) by utilizing two learning
methods in the ANN named back-propagation and genetic
algorithms for ABC classi�cation of SKUs. Ramanathan [3],
has proposed a simple weighted linear optimization model
to address the multicriteria inventory classi�cation prob-
lem, which is similar to data envelopment analysis (DEA).
Zhou and Fan [10] have presented an extended version of
the Ramanathan’s model by incorporating some balancing
features for multicriteria ABC inventory classi�cation. e
classi�cation results are compared with those of Bayes and
other fuzzy classi�ers. It is shown that the proposed method
is superior to them. Chu et al. [2] have proposed a new
inventory control approach by integrating ABC and fuzzy
classi�cation.

Different from what is mentioned previously, Ng [11] has
proposed an alternative weight linear optimization model
for multicriteria inventory classi�cation by using the ABC
principle. Hadi-Vencheh [12] has presented an extended
version of the Ng-model which is a simple classi�er for
multicriteria ABC analysis. Al Kattan and Bin Adi [13] have
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T 1: e data set of all items at the company.

SKUs Average unit cost Annual dollar usage Critical factor Lead time
S1 47.24 482.40 1.00 3.00
S2 35.64 389.00 1.00 7.00
S3 98.25 357.50 1.00 2.00
S4 15.58 272.60 0.01 2.00
S5 34.87 462.80 0.50 3.00
S6 56.87 349.70 0.01 4.00
S7 34.25 286.00 0.50 5.00
S8 42.40 267.50 0.01 3.00
S9 55.82 467.32 1.00 2.00
S10 24.25 382.60 0.50 1.00
S11 54.25 99.56 1.00 5.00
S12 23.57 187.25 0.50 4.00
S13 47.50 101.50 1.00 8.00
S14 65.34 657.45 0.50 3.00
S15 57.64 547.25 1.00 2.00
S16 102.50 564.75 0.50 1.00
S17 23.57 458.25 0.01 5.00
S18 40.21 182.60 0.50 7.00
S19 17.54 356.45 0.01 2.00
S20 34.15 264.25 0.50 3.00
S21 11.35 278.46 1.00 5.00
S22 70.00 105.67 0.50 3.00
S23 51.21 472.16 1.00 7.00
S24 68.54 266.84 0.50 8.00
S25 51.17 189.18 0.01 1.00
S26 12.58 350.15 0.01 1.00
S27 37.59 458.56 0.01 1.00
S28 24.25 284.16 0.01 5.00
S29 103.50 187.54 0.50 3.00
S30 20.00 256.18 1.00 1.00
S31 75.18 358.95 0.50 5.00
S32 18.25 452.10 1.00 3.00
S33 24.80 154.15 0.50 2.00
S34 26.27 127.48 0.01 4.00
S35 15.20 175.35 0.01 2.00
S36 12.50 250.14 1.00 2.00
S37 12.54 187.70 0.50 8.00
S38 85.00 148.25 0.50 4.00
S39 64.30 256.48 0.01 4.00
S40 20.60 457.10 0.01 3.00
S41 46.20 154.15 1.00 1.00
S42 14.80 87.16 0.01 2.00
S43 26.55 96.58 0.50 1.00
S44 16.78 102.11 0.01 2.00
S45 64.20 132.60 1.00 5.00

proposed a method to reduce total inventory cost by the
combination of ABC and 123 analysis.

3. Fuzzy C-Means (FCM) Algorithm

e fuzzy c-means (FCM) algorithm is a useful tool for
clustering, which partitions a real 𝑛𝑛-dimensional dataset
into c fuzzy clusters by minimizing the clustering objective

function to describe an underlying structure within the data
[14].

Although the �nal version of the FCM algorithm was
introduced by Bezdek, the origins of the algorithm are traced
back to Dunn [15]. Aerwards, several studies have used
the FCM algorithm in many engineering �elds such as part-
machine grouping in cellular manufacturing [16], image
segmentation [17, 18], new product development (NPD)
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T 2: Normalized value data set of all items at the company.

SKUs Average unit cost Annual dollar usage Critical factor Lead time
S1 0.39 0.69 1.00 0.29
S2 0.26 0.53 1.00 0.86
S3 0.94 0.47 1.00 0.14
S4 0.05 0.33 0.01 0.14
S5 0.26 0.66 0.49 0.29
S6 0.49 0.46 0.01 0.43
S7 0.25 0.35 0.49 0.57
S8 0.34 0.32 0.01 0.29
S9 0.48 0.67 1.00 0.14
S10 0.14 0.52 0.49 0.01
S11 0.47 0.02 1.00 0.57
S12 0.13 0.18 0.49 0.43
S13 0.39 0.03 1.00 1.00
S14 0.59 1.00 0.49 0.29
S15 0.50 0.81 1.00 0.14
S16 0.99 0.84 0.49 0.01
S17 0.13 0.65 0.01 0.57
S18 0.31 0.17 0.49 0.86
S19 0.07 0.47 0.01 0.14
S20 0.25 0.31 0.49 0.29
S21 0.01 0.34 1.00 0.57
S22 0.64 0.03 0.49 0.29
S23 0.43 0.68 1.00 0.86
S24 0.62 0.32 0.49 1.00
S25 0.43 0.18 0.01 0.01
S26 0.01 0.46 0.01 0.01
S27 0.28 0.65 0.01 0.01
S28 0.14 0.35 0.01 0.57
S29 1.00 0.18 0.49 0.29
S30 0.09 0.30 1.00 0.01
S31 0.69 0.48 0.49 0.57
S32 0.07 0.64 1.00 0.29
S33 0.15 0.12 0.49 0.14
S34 0.16 0.07 0.01 0.43
S35 0.04 0.15 0.01 0.14
S36 0.01 0.29 1.00 0.14
S37 0.01 0.18 0.49 1.00
S38 0.80 0.11 0.49 0.43
S39 0.57 0.30 0.01 0.43
S40 0.10 0.65 0.01 0.29
S41 0.38 0.12 1.00 0.01
S42 0.04 0.01 0.01 0.14
S43 0.16 0.02 0.49 0.01
S44 0.06 0.03 0.01 0.14
S45 0.57 0.08 1.00 0.57

[19], health sector [20], geology [21], data envelopment
analysis [22], business [23], and so on.

In the case of the well-separated data group, the hard
clustering approach can be a natural solution.When the clus-
ters overlap and some of the data partially belong to several
clusters as seen in Figure 1, the fuzzy clustering is a natural

way to describe this situation, and the membership degree of
a data object to a cluster is a value between the interval [0, 1].

At FC�, the clusters are de�ned with respect to cluster
numbers (𝑐𝑐) and initial membership values of the input
vector. �e memberships of the clusters are de�ned with the
corresponding membership values. Also at the algorithm,
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F 1: Illustration of fuzzy clustering [24].

clusters are described by prototypes which represent the
cluster centers.

It is an iteratively optimal algorithm based on the iterative
minimization of the objective function in (1) as follows:

𝐽𝐽𝑚𝑚 (𝑈𝑈𝑈𝑈𝑈) =
𝑛𝑛
󵠈󵠈
𝑘𝑘𝑘𝑘

𝑐𝑐
󵠈󵠈
𝑖𝑖𝑖𝑖

𝑢𝑢𝑚𝑚𝑘𝑘𝑘𝑘󶙱󶙱𝑥𝑥𝑘𝑘 − 𝑣𝑣𝑖𝑖󶙱󶙱
2. (1)

In (1), 𝑛𝑛 is the total number of data vectors in a given data
set and 𝑐𝑐 is the number of clusters; 𝑋𝑋 𝑋 𝑋𝑋𝑋1, 𝑥𝑥2,… , 𝑥𝑥𝑛𝑛} ⊂
𝑅𝑅𝑠𝑠 and 𝑉𝑉𝑉𝑉𝑉𝑉  1, 𝑣𝑣2,… , 𝑣𝑣𝑐𝑐} ⊂ 𝑅𝑅𝑠𝑠 are the feature data and
cluster centers; 𝑈𝑈 𝑈𝑈𝑈𝑈 𝑘𝑘𝑘𝑘)𝑛𝑛𝑛𝑛𝑛 is a fuzzy partition matrix that
is composed of the membership of each feature vector 𝑥𝑥𝑘𝑘 in
each cluster 𝑖𝑖. Here, 𝑢𝑢𝑘𝑘𝑘𝑘 should satisfy ∑𝑐𝑐

𝑖𝑖𝑖𝑖 𝑢𝑢𝑘𝑘𝑘𝑘 = 1 for 𝑘𝑘 𝑘
1, 2,… , 𝑛𝑛 and 𝑢𝑢𝑘𝑘𝑘𝑘 ≥ 0 for all 𝑖𝑖 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖     and 𝑘𝑘 𝑘 𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘   .
e exponent 𝑚𝑚 𝑚 𝑚 in (1) is a parameter called fuzzi�er. To
minimize (1), the cluster centers 𝑣𝑣𝑖𝑖 and membership matrix
𝑈𝑈 need to be calculated with regards to the following iterative
formula:

𝑢𝑢𝑘𝑘𝑘𝑘

=

󶀂󶀂󶀒󶀒󶀒󶀒󶀒󶀒󶀒󶀒󶀒󶀒
󶀊󶀊󶀒󶀒󶀒󶀒󶀒󶀒󶀒󶀒󶀒󶀒
󶀚󶀚

󶀨󶀨
𝑐𝑐
󵠈󵠈
𝑗𝑗𝑗𝑗
󶀧󶀧
󶙱󶙱𝑥𝑥𝑘𝑘 − 𝑣𝑣𝑖𝑖󶙱󶙱
󶙲󶙲𝑥𝑥𝑘𝑘 − 𝑣𝑣𝑗𝑗󶙲󶙲

󶀷󶀷
2/(𝑚𝑚𝑚𝑚𝑚

󶀸󶀸

−1

if 󶙲󶙲𝑥𝑥𝑘𝑘 − 𝑣𝑣𝑗𝑗󶙲󶙲 > 0,

1, if 󶙱󶙱𝑥𝑥𝑘𝑘 − 𝑣𝑣𝑖𝑖󶙱󶙱 = 0,
0, if ∃𝑗𝑗 𝑗 𝑗𝑗 󶙲󶙲𝑥𝑥𝑘𝑘 − 𝑣𝑣𝑗𝑗󶙲󶙲 = 0,

for 𝐾𝐾 𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾       
(2)

𝑣𝑣𝑖𝑖 =
∑𝑛𝑛
𝑘𝑘𝑘𝑘 𝑢𝑢

𝑚𝑚
𝑘𝑘𝑘𝑘 ⋅ 𝑥𝑥𝑘𝑘

∑𝑁𝑁
𝑖𝑖𝑖𝑖 𝑢𝑢𝑚𝑚𝑘𝑘𝑘𝑘

, 𝑖𝑖 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖     (3)

e procedure of the Fuzzy C-Means (FCM) algorithm is as
seen hereinaer.

Step 1. Input the number of clusters 𝑐𝑐, the fuzzi�er𝑚𝑚, and the
distance function ‖ ⋅ ‖.

Step 2. Initialize the cluster centers 𝑣𝑣0𝑖𝑖 (𝑖𝑖 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖    .

T 3: e cluster memberships of all items aer FCM.

SKUs 𝐶𝐶𝐶 𝐶𝐶𝐶 𝐶𝐶𝐶
S1 0.120297 0.044415 0.835287
S2 0.482047 0.116516 0.401437
S3 0.312767 0.13446 0.552773
S4 0.045124 0.919403 0.035473
S5 0.29339 0.25688 0.44973
S6 0.221803 0.649321 0.128876
S7 0.73305 0.125228 0.141722
S8 0.055329 0.910642 0.034029
S9 0.127868 0.055433 0.816699
S10 0.225196 0.380499 0.394306
S11 0.565756 0.102472 0.331772
S12 0.527109 0.27132 0.201571
S13 0.567224 0.143353 0.289423
S14 0.299279 0.241065 0.459655
S15 0.175279 0.087093 0.737628
S16 0.305682 0.261788 0.43253
S17 0.23184 0.611386 0.156774
S18 0.696526 0.149756 0.153718
S19 0.062379 0.884495 0.053126
S20 0.435864 0.284404 0.279732
S21 0.414061 0.128463 0.457476
S22 0.524111 0.227003 0.248886
S23 0.444989 0.119633 0.435377
S24 0.620943 0.16766 0.211397
S25 0.142157 0.747277 0.110566
S26 0.098581 0.80764 0.093779
S27 0.143794 0.708718 0.147487
S28 0.18746 0.714468 0.098072
S29 0.449008 0.232609 0.318382
S30 0.244025 0.145713 0.610262
S31 0.604867 0.142195 0.252938
S32 0.202419 0.094825 0.702756
S33 0.326855 0.407832 0.265313
S34 0.15908 0.758182 0.082737
S35 0.076982 0.866962 0.056056
S36 0.273608 0.143173 0.583219
S37 0.527114 0.247646 0.225239
S38 0.567682 0.188999 0.243319
S39 0.262399 0.601451 0.136149
S40 0.132168 0.756197 0.111636
S41 0.292748 0.140513 0.566739
S42 0.137553 0.76635 0.096096
S43 0.299306 0.421279 0.279415
S44 0.123892 0.789745 0.086362
S45 0.559776 0.096093 0.344132

Step 3. Compute 𝑢𝑢𝑘𝑘𝑘𝑘 (𝑘𝑘 𝑘 𝑘𝑘𝑘𝑘𝑘𝑘𝑘 𝑘 𝑘𝑘𝑘  𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘    by using
(2).

Step 4. Compute 𝑣𝑣1𝑖𝑖 (𝑖𝑖 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖     by using (3).
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T 4: Cluster members and labels.

Labels Cluster members Mean of each cluster
A S2, S7, S11, S12, S13, S18, S20, S22, S23, S24, S29, S31, S37, S38, S45 2.00
B S1, S3, S5, S9, S10, S14, S15, S16, S21, S30, S32, S36, S41 1.96
C S4, S6, S8, S17, S19, S25, S26, S27, S28, S33, S34, S35, S39, S40, S42, S43, S44 0.78

Step 5. Ifmax1≤𝑖𝑖𝑖𝑖𝑖(‖𝑣𝑣
0
𝑖𝑖 − 𝑣𝑣

1
𝑖𝑖 ‖/‖𝑣𝑣

1
𝑖𝑖 ‖) ≤ 𝜀𝜀, then go to Step 6; else

let 𝑣𝑣0𝑖𝑖 = 𝑣𝑣1𝑖𝑖 (𝑖𝑖 𝑖𝑖 𝑖 𝑖𝑖𝑖 𝑖 𝑖𝑖𝑖 and go to Step 3.

Step 6. Output the clustering results: cluster centers 𝑣𝑣1𝑖𝑖 (𝑖𝑖 𝑖
1,2,…,𝑐𝑐𝑐   , membership matrix𝑈𝑈, and, in some applications,
the elements of each cluster 𝑖𝑖, that is, all the 𝑥𝑥𝑘𝑘 such that 𝑢𝑢𝑘𝑘𝑘𝑘 >
𝑢𝑢𝑘𝑘𝑘𝑘 for all 𝑗𝑗 𝑗 𝑗𝑗.

Step 7. Stop [25].

MATLAB R2010a is used to perform FCM ABC analysis
methodologymentioned previously. In the following section,
a real life problem has been introduced, and the application
of the FCM algorithm for ABC analysis has been explained.

4. Numerical Example

In this study, an alternative ABC analysis based on FCM
is proposed for an automotive company. In the proposed
method, the SKUs are clusteredwith FCM.us, the items are
separated to different clusters according to their attributes.
e major advantage of FCM is not only attaching data
objects to decisively one cluster but also determining the
membership degrees to all other formed clusters. e SKU
with high membership degree indicates the characteristic of
cluster well more than the other members.

e empirical investigation for this study was carried
out by using a real life data obtained from an automotive
company located in Turkey. A data set containing 45 items as
seen in Table 1was used to design the frame of the study. Each
data represented the classi�cation of items with regard to
four attributes: average unit cost, annual dollar usage, critical
factor, and lead time. ese attributes were de�ned based
on the literature review and the opinions of the company
managers.

As it is seen in Table 1, the variables of the average unit
cost and the annual dollar usage are much higher than the
variables of the critical factor and the lead time. erefore,
this study includes preprocessing. In the preprocessing part,
we normalize the data set to state all criteria in the same way.

Normalized data are calculated according to the following
equation:

𝑁𝑁𝑁𝑁𝑖𝑖𝑖𝑖𝑖 =
𝐼𝐼 󶀡󶀡𝑖𝑖𝑖 𝑖𝑖󶀱󶀱 − min 󶀡󶀡𝑗𝑗󶀱󶀱
max 󶀡󶀡𝑗𝑗󶀱󶀱 − min 󶀡󶀡𝑗𝑗󶀱󶀱

, (4)

where 𝐼𝐼 is the input value,𝑁𝑁𝑁𝑁 is the normalized value, 𝑖𝑖 is the
number of items, and 𝑗𝑗 represents the criterion number [26].
us, Table 2 is obtained.

Aer executing the FCMcode inMatlab, themembership
degrees of the SKUs to the clusters are obtained. Table 3

presents the membership degrees of each item to all clusters.
For instance, item S1 belongs to clusters C1, C2, and C3
with membership degrees 0.120297, 0.044415, and 0.835287,
respectively. See Tables 1, 2, and 3.

Aer classifying thematerials by these attributes, the next
step is labeling themasA, B, andC as seen inTable 4. Labeling
of the classes is calculated in three steps. At the �rst step,
normalized criteria values are summed up for each SKU. Sec-
ondly, the SKU criteria values in the same cluster are summed
up. Finally, an average value is obtained by dividing the total
value of each cluster by the number of SKUs.e cluster with
the highest mean is labeled as A, the second cluster is labeled
as B, and the lowest is labeled as C.

As it is seen in Tables 3 and 4, all items are attached to
clusters with regard to the highest membership degrees. For
instance, S2 is attached to the cluster A with 0,482047, and S1
is attached to the cluster Bwith 0,835287membership degree.
In addition to this, when we examined S10, we noticed that
as a close membership degree, this item belongs to cluster
C with a membership degree of 0,380499 and also belongs
to cluster B with a membership degree of 0,394306. Here, it
should be considered that this item could take part at cluster
C depending on decision maker and conditions (i.e., lead
time, cost, frequency of use, etc.). Another subject to be
discussed is about items S2 and S7. e membership degree
of S2 to cluster A is 0,482047 and S7 is 0,73305. Under this
circumstance, it can be said that S7 represents cluster A better
than S2.

As seen from Table 4, the method clusters items 2, 7, 11,
12, 13, 18, 20, 22, 23, 24, 29, 31, 37, 38, and 45 as cluster A
that required the highest attention. erefore, the company
should have to pay more attention to this type of SKUs.

5. Discussion and Conclusion

Several methods are used for inventory classi�cation. Classi-
�cation has emerged as an important decision-making tool in
business life such as credit scoring and classifying inventory
items [2].

At conventional inventory classi�cation, the classi�cation
analysis is based on a single criterion, the annual usage cost,
which is simply the product of annual usage and dollar
value per unit item. Although it is very straightforward and
�nancially viable to apply such an analysis, the method has
some quirks. Decision makers relying on this traditional
analysis ignore some very crucial qualitative criteria. To over-
come the limitations of the traditional classi�cation analysis,
many researchers concentrated on incorporating multicrite-
ria judgments into the inventory classi�cation procedure [7]
such as average unit cost, criticality, and lead time.
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In this paper, FCM is used as an effective solutionmethod
for ABC analysis for the �rst time. is solution method
eliminates the criticism related to the subjectivity involved
in weighing the criteria at the classical multicriteria ABC
analysis. FCMalgorithmnot only selects the inventory(ies) to
care about mostly but also clusters all of the items according
to their membership degrees. Consequently, FCM can be
easily and e�ciently applied to all sectors and all �rms due to
its �e�ibility. �nder these circumstances, the FCM algorithm
applied in this paper is a valuable alternative among the other
modeling methods to any ABC analysis problem.
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