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The purpose of this study was to introduce the inner product over fuzzy matrices. By virtue of this definition, $\alpha$-norm is defined and the parallelogram law is proved. Again the relative fuzzy norm with respect to the inner product over fuzzy matrices is defined. Moreover Cauchy Schwarz inequality, Pythagoras, and Fundamental Minimum Principle are established. Some equivalent conditions are also proved.

1. Introduction

The concept of fuzzy set was introduced by Zadeh [1] in 1965. Biswas [2] and El-Abyad and El-Hamouly [3] first tried to give a meaningful definition of fuzzy inner product space and associated fuzzy norm function. Also those definitions are restricted to the real linear space only. Felbin [4], Ragab, and Emam [5] introduced fuzzy 2-normed linear spaces. Meenakshi and Cokilavany [6], Bag and Samanta [7], and so forth have given different definitions of fuzzy normed linear spaces. Gani and Kalyani [8] introduced the concept of binormed sequences in fuzzy matrices. Gani and Kalyani [9] introduced the notion of fuzzy $m$-norm on an inner product over fuzzy matrices. With the help of it, the standard parallelogram law is proved. Some important results on inner product over fuzzy matrices are proved. Moreover Cauchy Schwarz inequality, Pythagoras, and Fundamental Minimum Principle are established. Some equivalent conditions are also proved.

2. Preliminaries

We consider $F = [0, 1]$ the fuzzy algebra with operation $[+, \cdot]$ and the standard order “≤” where $a + b = \max\{a, b\}$ and $a \cdot b = \min\{a, b\}$ for all $a, b$ in $F$. $F$ is a commutative semiring with additive and multiplicative identities 0 and 1, respectively. Let $M_{m,n}(F)$ denote the set of all $m \times n$ fuzzy matrices over $F$. In short, $M_{m,n}(F)$ is the set of all fuzzy matrices of order $n$. Define “+” and scalar multiplication in $M_{m,n}(F)$ as $A + B = [a_{ij} + b_{ij}]$, where $A = [a_{ij}]$ and $B = [b_{ij}]$, and $cA = [ca_{ij}]$, where $c$ is in $[0, 1]$; with these operations $M_{m,n}(F)$ forms a linear space.

3. $m$-Norm and Binorm Fuzzy Matrices

Definition 1. Let $M_{m,n}(F)$ be the set of all $(n \times n)$ fuzzy matrices over $F = [0, 1]$. For every $A$ in $M_{m,n}(F)$ define $m$-norm of $A$
denoted by $\|A\|_m$ as
\[
\|A\|_m = \max \{ |a_{ij}| \}, \quad \text{where } A = [a_{ij}]
\]
or
\[
\|A\|_m = \max \{ a_{11}, a_{12}, \ldots, a_{ij}, \ldots, a_{nn} \}
\]
(1)

**Definition 2.** Let $A$ be in $M_n(F)$ and let $\alpha$ be in $[0, 1]$ such that $\|A\|_m = \alpha$. Then the pair $(A, \alpha)$ is called a fuzzy point in $M_n(F)$ and it is denoted by $P^\alpha_A$. The dual fuzzy point for $P^\alpha_A$ is the point $\alpha$-norm $(1 - \alpha)$ denoted by $P^\alpha = P^{1-\alpha}$.

**Definition 3.** The set of all fuzzy points in $M_n(F)$ is given by $P^\alpha(M_n(F)) = \{ P^\alpha_A/A \in M_n(F), \alpha \in [0, 1] \}$.

In $F$ we follow the usual $\leq$ order relation; correspondingly we define an order relation in $P^\alpha(M_n(F))$ as follows.

**Definition 4.** We define $P^\alpha_A \leq P^\beta_B$ if and only if $\alpha < \beta$ and $P^\alpha_A \leq P^\beta_B$ if and only if $A = B$ (then automatically $\alpha = \beta$).

**Definition 5.** A binorm with respect to the $m$-norm in $M_n(F)$ is a real valued function $\theta$ defined on $P^\alpha(M_n(F)) \times P^\alpha(M_n(F))$ to $[0, 1]$ satisfying the following conditions:

(i) $\theta(P_1, P_2) = 0$ if and only if $P_1 = P_2$.

(ii) $\theta(P_1, P_2) = \theta(P_2, P_1)$.

(iii) $\theta(\alpha P_1, P_2) = \alpha \theta(P_1, P_2)$, $\forall \alpha \in [0, 1]$.

(iv) $\theta(P_1 + P_2, P_3) \leq \theta(P_1, P_3) + \theta(P_2, P_3)$.

Then $(M_n(F), \theta)$ is called a fuzzy binormed linear space with respect to the $m$-norm.

$[\theta(P_1, P_2)$ is defined for $P_1 = P_2$ as 0 by (i)]. Therefore $\theta(P_1, P_2) \neq 0$ is defined for $P_1 < P_2$.

(i) When $P_1 = P_2$ both the fuzzy points coincide.

Therefore $\theta(P_1, P_2) = 0$.

Conversely $\theta(P_1, P_2) = 0 \Rightarrow$ both fuzzy points should coincide $P_1 = P_2$.

(ii) $P_1 < P_2 \Rightarrow \alpha_1 < \alpha_2 \Rightarrow 1 - \alpha_2 < 1 - \alpha_1 \Rightarrow P^\alpha_1 < P^\alpha_2$.

Therefore $\theta(P_1, P_2) = \theta(P^\alpha_1, P^\alpha_2)$.

(iii) Case (i): let $\alpha < \alpha_1$;

$\theta(\alpha P_1, P_2) \Rightarrow \alpha P_1 < P_2 \Rightarrow \alpha \alpha_1 < \alpha_2 \Rightarrow \alpha < \alpha_2$

(since $\alpha < \alpha_1 < \alpha_2$),

(2)

(iv) Case (ii): let $\alpha_1 < \alpha$;

$\theta(P_1, P_2) \Rightarrow \alpha_1 < \alpha_2 \Rightarrow \alpha < \alpha_2$

$since $\alpha < \alpha_1 < \alpha_2$).

From (2) and (3),

$\theta(\alpha P_1, P_2) \Rightarrow \alpha \theta(P_1, P_2)$.  
(4)

Case (ii): let $\alpha_1 < \alpha$;

$\theta(P_1, P_2) \Rightarrow \alpha P_1 < P_2 \Rightarrow \alpha \alpha_1 < \alpha_2 \Rightarrow \alpha < \alpha_2$

(since $\alpha < \alpha_1 < \alpha_2$),

(5)

\[ \alpha \theta(P_1, P_2) \Rightarrow \alpha \alpha_1 < \alpha_2 \Rightarrow \alpha < \alpha_2 \]

if $\alpha_2 < \alpha$ (since $\alpha < \alpha_1 < \alpha_2$).

From (5) and (3),

$\theta(P_1, P_2) \Rightarrow \alpha \theta(P_1, P_2)$.  
(7)

(iv) Case (i): let $\alpha_2 < \alpha$;

$P_1 + P_2 < P_3 \Rightarrow$

$\alpha_1 + \alpha_2 < \alpha_3 \Rightarrow$

if $\alpha_2 < \alpha$ (since $\alpha < \alpha_1 < \alpha_2$) then,

$\theta(P_1, P_2) = \theta(P_1, P_3)$.  
(9)

Case (iii): let $\alpha_1 < \alpha_2$;

$P_1 + P_2 < P_3 \Rightarrow$

$\alpha_1 + \alpha_2 < \alpha_3 \Rightarrow$

$\alpha_2 < \alpha_3 \Rightarrow$

$P_2 < P_3$.

Therefore $\theta(P_1, P_3) = \theta(P_2, P_3)$.  
(11)

Thus $\theta$ is a fuzzy binorm with respect to the $m$-norm in $M_n(F)$ and hence $M_n(F)$ is a fuzzy binormed linear space with respect to the $m$-norm.

**Definition 6.** Let $M_n(F)$ be a linear space over $K$ (the field is real or complex number). A fuzzy subset $\theta$ of $M_n(F) \times R$ is called a fuzzy norm of $M_n(F)$ if and only if, for all $P_A, P_B \in P^\alpha(M_n(F))$ and $c$ in $K$.

(\theta_1) For all $s \in R$ with $s \leq 0$, $\theta(P_A, s) = 0$.

(\theta_2) For all $s \in R$ with $s > 0$, $\theta(P_A, s) = 1$.

(\theta_3) For all $s \in R$ with $s > 0$, $\theta(c P_A, s) = \theta(P_A, |s|)$, if $c \neq 0$.

(\theta_4) For all $s, t \in R, P_A, P_B \in P^\alpha(M_n(F)), \theta(P_A + P_B, s + t) \geq \min[\theta(P_A, s), \theta(P_B, t)]$.  
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For

\[
\theta(P_A + P_B) = \left\{ \begin{array}{lcl}
\theta(A, \alpha) + \frac{\theta(B, \beta)}{P_A}, & B \in \mathcal{M}_n(F), & \alpha, \beta \in [0, 1] \\
\frac{(A + B, \alpha \land \beta)}{\theta(A, \alpha)}, & B \in \mathcal{M}_n(F), & \alpha, \beta \in [0, 1] \\
\leq \left\{ \theta(A, \alpha) + \frac{\theta(B, \alpha \land \beta)}{\theta(A, \alpha)}, & (B, \beta) \in \mathcal{M}_n(F) \right\},
\end{array} \right.
\]

(17)

\[
\theta(P_A + P_B) \leq \theta(P_A) + \theta(P_B).
\]

Therefore \((M_n(F), \theta)\) is a fuzzy normed linear space. \(\Box\)

4. Inner Product over Fuzzy Matrices

Definition 8. Let \(M_n(F)\) be a linear space over the filed \(C\). The fuzzy subset \(\eta\) defined a mapping from \(P^*(M_n(F)) \times P^*(M_n(F)) \times \mathcal{C}\) to \([0, 1]\) such that, for all \(P_A, P_B, P_g \in P^*(M_n(F)), \alpha \in \mathcal{C}\):

(i) For \(s, t \in \mathcal{C}, \eta(P_A + P_B, P_g, |s| + |t|) \geq \min[\eta(P_A, P_B, |s|), \eta(P_g, |t|)]\).

(ii) For \(s, t \in \mathcal{C}, \eta(P_A + P_B, |s|) \geq \min[\eta(P_A, |s|), \eta(P_B, |t|)]\).

(iii) For \(s, t \in \mathcal{C}, \eta(P_A, P_B, s) = \eta(P_B, P_A, s)\).

(iv) For \(s \in \mathcal{C}, \eta(kP_A, P_B, |s|) = \eta(P_A, P_B, s/|k|), \) for all \(\alpha(\neq 0) \in \mathcal{C}\).

(v) \(\eta(P_A, P_A, s) = 0\) for all \(s \in \mathcal{C} \setminus \mathcal{R}^+\). for all \(s \in \mathcal{R}^+\).

(vi) \(\eta(P_A, P_A, s) = 1\) for all \(s > 0\) if and only if \(P_A = 0\).

(vii) \(\eta(P_A, P_A, \cdot): R \to \mathcal{I}([0, 1])\) is a monotonic nondecreasing function of \(R\) and \(\lim \eta(P_A, P_A, s) = 1\) as \(s \to \infty\).

Then \(\eta\) is said to be 2-fuzzy inner product (2-FIP) on \(M_n(F)\) and the pair \((M_n(F), \theta)\) is called a 2-fuzzy inner product space (2-FIPS).

Example 9. If

\[
P_A = \begin{bmatrix} 0.8 & 0.3 & 0.2 \\ 0.1 & 0.7 & 0.8 \end{bmatrix},
\]

\[
P_B = \begin{bmatrix} 0.2 & 0.3 & 0.7 \\ 0.8 & 0.6 & 0.7 \end{bmatrix},
\]

\[
P_g = \begin{bmatrix} 0.3 & 0.6 & 0.7 \\ 0.1 & 0.5 & 0.2 \end{bmatrix},
\]

\[
\theta(P_A + P_B) = \begin{bmatrix} 0.3 \end{bmatrix}
\]

\[
\theta(P_A + P_B) = \begin{bmatrix} 1.0 \end{bmatrix}
\]

\[
\theta(P_A + P_B) = \begin{bmatrix} 0.7 \end{bmatrix}
\]

\[
\theta(P_A + P_B) = \begin{bmatrix} 0.6 \end{bmatrix}
\]
\[ s = \begin{bmatrix} 0.7 & 0.4 & 0.5 \\ 0.4 & 0.8 & 0.2 \\ 0.1 & 0.6 & 0.7 \end{bmatrix}, \]
\[ t = \begin{bmatrix} 0.6 & 0.4 & 0.2 \\ 0.4 & 0.5 & 0.3 \\ 0.5 & 0.3 & 0.4 \end{bmatrix}, \]
\[ P_A = \begin{bmatrix} 0.8 & 0.3 & 0.2 \\ 0.6 & 0.9 & 0.6 \\ 0.1 & 0.7 & 0.8 \end{bmatrix}, \]
\[ P_B = \begin{bmatrix} 0.2 & 0.3 & 0.7 \\ 0.7 & 0.5 & 0.6 \\ 0.8 & 0.6 & 0.7 \end{bmatrix}, \]
\[ P_g = \begin{bmatrix} 0.3 & 0.6 & 0.7 \\ 0.1 & 0.5 & 0.2 \\ 0.2 & 0.6 & 0.3 \end{bmatrix}, \]
\[ \|s\| = 0.7, \]
\[ \|t\| = 0.4, \]
\[ \|P_A\| = 0.8, \]
\[ \|P_B\| = 0.6, \]
\[ \|P_g\| = 0.3, \]
\[ \|s\| = 0.7, \]
\[ \|t\| = 0.4, \]

(18) therefore \(\|s\| = \|s\| = 0.7\) Consider

\[ t = \begin{bmatrix} 0.6 & 0.4 & 0.2 \\ 0.5 & 0.3 & 0.4 \end{bmatrix}, \]
\[ \|t\| = 0.4, \]
\[ \|P_B\| = 0.6, \]
\[ \|P_g\| = 0.3, \]
\[ \|\bar{s}\| = \|0.7 & 0.4 & 0.1 \\ 0.4 & 0.8 & 0.6 \\ 0.5 & 0.2 & 0.7 \| = 0.7 \]
\[ \|\bar{t}\| = \|0.6 & 0.4 & 0.2 \\ 0.5 & 0.3 & 0.4 \| = 0.4, \]
\[ \|\bar{s}\| = \|0.7 & 0.4 & 0.1 \\ 0.4 & 0.8 & 0.6 \\ 0.5 & 0.2 \| = 0.4 + 0.4 + 0.1, \]
\[ \|\bar{t}\| = 0.4. \]
Therefore $\|t\| = \|\bar{t}\| = 0.4$. One has the following:

(i) For $s, t \in C$,
\[
\eta \left( P_A + P_B, p_g, \|s + t\| \right) 
\geq \min \left\{ \eta \left( P_A, P_B, \|s\| \right), \eta \left( P_B, P_g, \|t\| \right) \right\} 
\Rightarrow 
\eta (0.8 + 0.6, 0.3, 0.7 + 0.4) 
\geq \min \left\{ \eta (0.8, 0.4, 0.7), \eta (0.6, 0.3, 0.4) \right\} 
\Rightarrow 
\eta (0.8, 0.3, 0.7) 
\geq \min \left\{ \eta (0.8, 0.4, 0.7), \eta (0.6, 0.3, 0.4) \right\} 
\Rightarrow 
\eta (0.8, 0.3, 0.7) \geq \eta (0.6, 0.3, 0.4).
\]

(ii) For $s, t \in C$,
\[
\eta \left( P_A + P_B, |st| \right) \geq \min \left\{ \eta \left( P_A, P_A, |s|^2 \right), \eta \left( P_B, P_B, |t|^2 \right) \right\} 
\Rightarrow 
\eta (0.8 + 0.6, (0.7) (0.4)) 
\geq \min \left\{ \eta ((0.8) (0.8), (0.7) (0.7)), \eta ((0.6) (0.6), (0.4) (0.4)) \right\} 
\Rightarrow 
\eta (0.8, 0.4, 0.4) \geq \min \left\{ \eta (0.8, 0.7), \eta (0.6, 0.4) \right\} 
\Rightarrow 
\eta (0.8, 0.4) \geq \eta (0.6, 0.4).
\]

(iii) For $s, t \in C$,
\[
\eta (P_A, P_B, s) = \eta (P_B, P_A, s) \Rightarrow 
\eta (0.8, 0.6, 0.7) = \eta (0.6, 0.8, 0.7) \Rightarrow 
\eta (0.8, 0.6, 0.7) = \eta (0.8, 0.6, 0.7).
\]

(iv) For $s, t \in C$,
\[
\eta (kP_A, P_B, |s|) = \eta \left( P_A, P_B, \frac{s}{|k|} \right).
\] 
For
\[
k = 0.9 \Rightarrow 
\eta ((0.9) (0.8), 0.6, 0.7) = \eta (0.8, 0.6, 0.7) \Rightarrow 
\eta (0.8, 0.6, 0.7) \geq \eta (0.8, 0.6, 0.7).
\]

Theorem 10.  If a 2-fuzzy inner product (2-FIP) on $M_n(F)$ is strictly convex, and if \[\min \{ \theta(P_A, |st|), \theta(P_B, |st|) \} \geq \min \{ \theta(P_A, |s|^2), \theta(P_B, |t|^2) \}, \] then $\theta$ is a 2-fuzzy inner product on $M_n(F)$.

Proof. (i) For $s, t \in C$ and $P_A, P_B, P_g \in P^*(M_n(F))$, we have
\[
\eta' \left( P_A + P_B, P_g, s + t \right) 
= \eta' \left( P_A + P_B, P_g, s + t + 0 \right) 
= \theta(P_A + P_B, s + t) \forall \theta(P_g, 0) \quad (25)
\]
\[
\geq \min \{ \theta(P_A, |s|), \theta(P_B, |t|) \} 
= \min \{ \eta' \left( P_A, P_B, |s| \right), \eta' \left( P_B, P_g, |t| \right) \}.
\]
Therefore $\eta'\left( P_A + P_B, P_g, |s + t| \right) = \min \{ \eta' \left( P_A, P_B, |s| \right), \eta' \left( P_B, P_g, |t| \right) \}$.

(ii) One has
\[
\eta' \left( P_A, P_B, |st| \right) = \theta(P_A, |st|) = \theta(P_B, |st|) 
= \min \{ \theta(P_A, |st|), \theta(P_B, |st|) \} 
\geq \min \{ \theta(P_A, |s|^2), \theta(P_B, |t|^2) \} 
= \min \{ \eta' \left( P_A, P_A, |s|^2 \right), \eta' \left( P_B, P_B, |t|^2 \right) \}.
\]

(iii) One has
\[
\eta' \left( P_A, P_B, s \right) = \theta(P_A, |s|) = \theta(P_A, |s|) 
= \eta' \left( P_B, P_A, |s| \right), 
\]
\[
\eta' \left( P_A, P_B, \bar{s} \right) = \eta' \left( P_B, P_A, |\bar{s}| \right) 
= \eta' \left( P_B, P_A, |s| \right),
\]
\[
\eta' \left( P_A, P_B, 3 \right) = \eta' \left( P_B, P_A, 3 \right).
\]

(iv) One has
\[
\eta' \left( kP_A, P_B, s \right) = \theta(kP_A, |s|) = \theta \left( P_A, \frac{|s|}{|k|} \right) \quad [k \neq 0],
\]
\[
\eta' \left( kP_A, P_B, s \right) = \eta' \left( P_A, P_B, \frac{s}{|k|} \right).
\]

(v) One has
\[
\eta' \left( P_A, P_A, s \right) = 0 \forall t \in C.
\]

(vi) One has
\[
\eta' \left( P_A, P_A, s \right) = 0 \forall t > 0 \Rightarrow 
\theta(P_A, s) = 1 \forall t > 0 \Rightarrow 
\theta(P_A) = 0.
\]

(vii) Since $\eta'(P_A, P_A, \cdot) = \theta(P_A, \cdot)$ and $\theta(P_A, \cdot)$ is a monotonic nondecreasing function of $R$ and $\lim \theta(P_A, s) = 1$, this implies that $\mu'$ has also the property. Thus $\eta'$ is a 2-fuzzy inner product on $M_n(F)$.
Definition 11. Let \((M_n(F), \theta)\) be a 2-FIP satisfying the condition \(\eta(P_A, P_B, s) > 0, \text{ when } t > 0\) implying that \(f = 0\). Then, for all \(\alpha \in [0, 1]\), define \(\theta(P_A, P_B, s)^2 \geq \alpha\) as a crisp norm on \(M_n(F)\), called the \(\alpha\)-norm on \(M_n(F)\) generated by \(\eta\). Now using these definitions let one define fuzzy norm on \(M_n(F)\) and verify the conditions as follows.

**Theorem 12.** Let \(\theta\) be a 2-FIP on \(M_n(F)\); then \(\theta : M_n(F) \times R \rightarrow [0, 1]\) defined by

\[
\theta(P_A, s) = \eta(P_A, P_A, s^2) \quad \text{when } s \in R, \ s > 0,
\]

\[
\theta(P_A, s) = 0, \quad \text{when } s \in R \text{ and } s \leq 0
\]

is a fuzzy \(\alpha\)-norm on \(M_n(F)\).

**Proof.** (i) \(\theta(P_A, s) = 0\) for all \(s \in R\) and \(s \leq 0\).

(ii) For all \(s > 0\), \(\eta(P_A, P_A, s^2) = 1\) if and only if \(P_A = 0\). It follows that \(\theta(P_A, s) = 0\) if and only if \(P_A = 0\).

(iii) For all \(s > 0\) and \(k \neq 0\),

\[
\theta(kP_A, s) = \eta(kP_A, kP_A, s^2),
\]

\[
\theta(kP_A, s) = \eta \left( P_A, P_A, \frac{s^2}{|k|} \right).
\]

(iv) One has

\[
\theta(P_A + P_B, s + t) \geq \min \{\theta(P_A, s), \theta(P_B, t)\}
\]

for every \(s, t \in R^+\),

\[
P_A, P_B \in P * (M_n(F)) \implies \theta(P_A + P_B, s + t) = \eta(P_A + P_B, P_A + P_B, (s + t)^2)
\]

\[
= \eta(P_A + P_B, P_A + P_B, s^2 + st + st + t^2)
\]

\[
= \eta(P_A, P_A, s^2) + \eta(P_A, P_B, st) + \eta(P_B, P_B, t^2)
\]

\[
\geq \eta(P_A, P_A, s^2) + \eta(P_B, P_B, t^2),
\]

\[
\theta(P_A + P_B, s + t) = \theta(P_A, s) + \theta(P_B, t).
\]

**Theorem 13** (Cauchy Schwarz inequality). Let \(\theta\) be a 2-fuzzy inner product on \(M_n(F)\), \(\alpha \in [0, 1]\), and let \(\eta\) be a \(\alpha\)-norm generated from 2-FIP \(\eta\) on \(M_n(F)\); then \(\theta(P_A + P_B, s^2) \geq \theta(P_A - P_B, t^2) = 2\eta(P_A, P_A, s^2) + 2\eta(P_B, P_B, t^2)\).

**Proof.** Consider

\[
\theta(P_A + P_B, s) + \theta(P_A - P_B, t) = \inf \{s^2, s \in R^+, \theta(P_A + P_B, s) \geq \alpha\}
\]

\[
+ \inf \{t^2, t \in R^+, \theta(P_A - P_B, t) \geq \alpha\},
\]

where \(\theta\) is the fuzzy \(\alpha\)-norm induced from \(\eta\).

One has the following:

\[
\theta(P_A + P_B, s) + \theta(P_A - P_B, t) = \inf \{s^2 + t^2, s, t \in R^+, \theta(P_A + P_B, s) \geq \alpha\}
\]

\[
\text{and } \theta(P_A - P_B, t) \geq \alpha \implies \theta(P_A + P_B, s) + \theta(P_A - P_B, t) \geq \alpha.
\]

We can find a fuzzy sequence

\[
r \rightarrow \frac{\eta(P_A, P_B, st)}{\eta(P_B, P_B, t^2)}.
\]

Then, taking limit into the above,

\[
0 \leq \eta(P_A, P_A, s^2) - \frac{\eta(P_A, P_B, 3st)}{\eta(P_B, P_B, t^2)} + \frac{\eta(P_A, P_B, 2st)}{\eta(P_B, P_B, t^2)}
\]

\[
\leq \eta(P_A, P_A, s^2) \eta(P_B, P_B, t^2).
\]

Therefore \(\eta(P_A, P_B, st) \leq \theta(P_A, s)\theta(P_B, t).

**Theorem 14** (parallelogram law). Let \(\theta\) be a 2-fuzzy inner product on \(M_n(F)\), \(\alpha \in [0, 1]\), and let \(\eta\) be a \(\alpha\)-norm generated from 2-FIP \(\eta\) on \(M_n(F)\); then \(\theta(P_A + P_B, s^2) \geq \theta(P_A - P_B, t^2) = 2\eta(P_A, P_A, s^2) + 2\eta(P_B, P_B, t^2)\).

**Proof.** Consider

\[
\theta(P_A + P_B, s^2) + \theta(P_A - P_B, t^2)
\]

\[
= \inf \{s^2 + t^2, s, t \in R^+, \theta(P_A + P_B, s) \geq \alpha\}
\]

\[
+ \inf \{t^2, t \in R^+, \theta(P_A - P_B, t) \geq \alpha\},
\]

where \(\theta\) is the fuzzy \(\alpha\)-norm induced from \(\eta\).

One has the following:

\[
\theta(P_A + P_B, s) + \theta(P_A - P_B, t) \geq \alpha \implies \theta(P_A + P_B, s) + \theta(P_A - P_B, t) \geq \alpha.
\]
\[ \theta (P_A + P_B^2) + \theta (P_A - P_B^2) = \theta (P_A + P_B, s) \theta (P_A + P_B, t) \]
\[ + P_B, t) = \eta (P_A + P_B, P_A + P_B, (s + st)^2) + \eta (P_A - P_B, P_A - P_B, (s - st)^2) = \eta (P_A + P_B, P_A + P_B, s^2 + st + st + t^2) + \eta (P_A - P_B, P_A - P_B, s^2 - st - st + t^2) = \eta (P_A + P_A, s^2) + \eta (P_A + P_A, s^2) + \eta (P_B, P_B, s^2) + \eta (P_B, P_B, s^2) + \eta (P_B, P_B, t^2) \]
\[ + \eta (P_B, P_B, t^2) + \eta (P_A + P_A, st) + \eta (P_B, P_B, st) + \eta (P_B, P_B, st) \]
\[ + \eta (P_A, P_A, s^2) + \eta (P_A, P_A, s^2) + \eta (P_B, P_B, t^2) \]
\[ \theta (P_A + P_B^2) + \theta (P_A - P_B^2) = 2 \eta (P_A + P_A, s^2) \]
\[ + 2 \eta (P_B, P_B, t^2) \]
\[ \Rightarrow \theta (P_A + P_B^2) + \theta (P_A - P_B^2) = 2 \theta (P_A + P_A, s^2) + 2 \eta (P_B, P_B, t^2) \]
\[ \Rightarrow \theta (P_A + P_B^2) + \theta (P_A - P_B^2) = \inf \{ s^2, s \in R^+, \theta (P_A, s) \geq \alpha \} \]
\[ + \inf \{ t^2, t \in R^+, \theta (P_B, t) \geq \alpha \} \]
\[ = \inf \{ s^2, s \in R^+, \eta (P_A + P_B, s^2) \geq \alpha \} \]
\[ + \inf \{ t^2, t \in R^+, \eta (P_B, P_B, t^2) \geq \alpha \} \]
\[ = \inf \{ s^2 + t^2, s, t \in R^+, \theta (P_A + P_B, s + t) \geq \alpha \} \]
\[ \Rightarrow \theta (P_A^2 + \theta (P_B^2) \]
\[ \Rightarrow \theta (P_A + P_B^2) + \theta (P_A - P_B^2) \leq \theta (P_A + P_B^2) \quad \text{[From (40)].} \quad (*) \]

Also
\[ \theta (P_A^2 + \theta (P_B^2) = \eta (P_A, P_A, s^2) + \eta (P_B, P_B, t^2) + \eta (P_A, P_B, st) \]
\[ + \eta (P_B, P_A, st) \]
\[ \geq \inf \{ s^2 + t^2, s, t \in R^+, \theta (P_A + P_B, s + t) \geq \alpha \} \]
\[ \Rightarrow \theta (P_A^2 + \theta (P_B^2) \geq \theta (P_A + P_B) \quad \text{[From (40)].} \quad (***) \]

From (*) and (***)
\[ \theta (P_A + P_B^2) + \theta (P_A - P_B^2) = \theta (P_A^2) + \theta (P_B^2) \]

\[ \Rightarrow \theta (P_A + P_B^2) + \theta (P_A - P_B^2) = \inf \{ s^2, s \in R^+, \theta (P_A, s) \geq \alpha \} \]
\[ + \inf \{ t^2, t \in R^+, \theta (P_B, t) \geq \alpha \} \]
\[ = \inf \{ s^2, s \in R^+, \eta (P_A + P_B, s^2) \geq \alpha \} \]
\[ + \inf \{ t^2, t \in R^+, \eta (P_B, P_B, t^2) \geq \alpha \} \]
\[ = \inf \{ s^2 + t^2, s, t \in R^+, \theta (P_A + P_B, s + t) \geq \alpha \} \]

**Definition 16.** A sequence \( \{P_{\alpha}\} \) in a fuzzy \( \alpha \)-normed linear space \( (M_n(F), \theta) \) is called a Cauchy sequence with respect to \( \alpha \)-norm if \( \lim \theta (P_{\alpha} + P_{\beta}) = 0 \) as \( n, m \to \infty \).

**Definition 17.** A sequence \( \{P_{\alpha}\} \) in a fuzzy \( \alpha \)-norm linear space \( (M_n(F), \theta) \) is called a convergent sequence with respect to \( \alpha \)-norm if there exists \( P_{\alpha} \in P^*(M_n(F)) \), such that \( \lim \theta (P_{\alpha} + P_{\beta}) = 0 \).

**Definition 18.** A fuzzy \( \alpha \)-normed linear space \( (M_n(F), \theta) \) is said to be complete if every Cauchy sequence converges.

**Definition 19.** A complete fuzzy \( \alpha \)-normed linear space \( (M_n(F), \theta) \) is called a 2-fuzzy Banach space.

**Definition 20.** A complex 2-fuzzy Banach space \( (M_n(F), \theta) \) is said to be 2-fuzzy Banach space if its norm is induced by the 2-fuzzy inner product.

**Theorem 21** (Fundamental Minimum Principle). A nonempty closed convex fuzzy subset \( c \) of a fuzzy Hilbert space \( M_n(F) \) has a unique element of smallest \( \alpha \)-norm.
Proof. If \( c \) is a 2-fuzzy convex set,

it contains \( \frac{(P_A + P_B)}{2} \) whenever it contains \( P_A \) and \( P_B \); we know that

\[
c \left( P_A + (1 - \lambda) P_B \right) \geq \min \{ c(P_A), c(P_B) \}.
\]

And so,

\[
c \left( \frac{P_A + P_B}{2} \right) \geq \min \{ c(P_A), c(P_B) \}.
\]

Let \( d = \inf\{\theta(P_A) : P_A \in C\} \) where \( \theta(P_A) = \inf\{s > 0 : \eta(P_A, P_A, s^2) \geq \alpha\} \).

Let \( P_A, P_B \) be a closed convex fuzzy set, inside a fuzzy Hilbert space, so that both \( |P_A| \) and \( |P_B| \) are within \( \varepsilon > 0 \) of the inf \( d \) of the \( \alpha \)-norm in \( C \). Then there exists a sequence \( \{P_{\alpha n}\} \) in \( C \) such that \( \theta(P_{\alpha n}) = \frac{d + \varepsilon}{2} \).

By parallelogram law,

\[
\theta(P_A + P_B)^2 + \theta(P_A - P_B)^2 = 2\left( \theta(P_A)^2 + \theta(P_B)^2 \right).
\]

Since \( c \) is convex,

\[
c \left( \frac{P_A + P_B}{2} \right) \geq \min \{ c(P_A), c(P_B) \},
\]

so \( \frac{P_A + P_B}{2} \in C \).

\[
\theta \left( \frac{P_A + P_B}{2} \right) \geq d + \varepsilon \implies
\theta(P_A + P_B) \geq 2(d + \varepsilon),
\]

\[
\theta(P_A - P_B)^2 = 2\left( \theta(P_A)^2 + \theta(P_B)^2 \right) - \theta(P_A + P_B)^2 [\text{from (46)}]
\]

\[
\leq 2\left( \theta(P_A)^2 + \theta(P_B)^2 \right) - 4(d + \varepsilon)^2
\]

\[
= 2\left( (d + \varepsilon)^2 + (d + \varepsilon)^2 \right) - 4(d + \varepsilon)^2
\]

\[
= (d + \varepsilon)^2.
\]

\[
\theta(P_A - P_B) = (d + \varepsilon)^2 - 4(d + \varepsilon)^2 = 0.
\]

\( \{P_{\alpha n}\} \) is a 2-fuzzy Cauchy sequence in \( C \), since \( M_\alpha(F) \) is complete and \( c \) is closed convex. Thus \( c \) such that \( P_{\alpha n} \to P_A \); also \( \theta(P_{\alpha n}) = \lim\theta(P_{\alpha n}) = \lim\theta(P_{\alpha n}) = d \), which implies that \( P_A \in C \) with smallest \( \alpha \)-norm. Now let us prove the uniqueness part. Suppose that there exists a \( P_B \in C \) other than \( P_A \) with the same \( \alpha \)-norm \( d \).

Again, by parallelogram law,

\[
\theta \left( \frac{P_A + P_B}{2} \right) = \frac{\theta(P_A)^2}{2} + \frac{\theta(P_B)^2}{2} - \frac{\theta(P_A - P_B)^2}{2}
\]

\[
\leq \frac{(d + \varepsilon)^2}{2} + \frac{(d + \varepsilon)^2}{2} \leq (d + \varepsilon)^2.
\]

Which is a contradiction to the definition of \( d + \varepsilon \):

\[
\theta(P_A + P_B) \geq 2(d + \varepsilon).
\]

Hence there exists a unique element \( P_A \in P^\ast(M_\alpha(F)) \) of smallest \( \alpha \)-norm.

\[\square\]

**Theorem 22.** The 2-FIP \( P_A, P_B \in P^\ast(M_\alpha(F)) \) is a continuous function on \( P^\ast(M_\alpha(F)) \times P^\ast(M_\alpha(F)) \).

**Proof.** Let \( M_\alpha(F) \) be a 2-FIP and let \( \{[P_{\alpha n}]\} \) and \( \{[P_{\beta n}]\} \) be sequence in \( P^\ast(M_\alpha(F)) \) such that \( \theta(P_{\alpha n}) = \theta(P_{\beta n}) \) and \( \lim\theta(P_{\alpha n}) = \theta(P_{\beta n}) \); then,

\[
\theta \left( ([P_{\alpha n}] - [P_{\beta n}]) = \theta \left( ([P_{\alpha n}] - [P_{\beta n}]) \right)
\]

\[
\leq \theta \left( ([P_{\alpha n}] - [P_{\beta n}]) \right)
\]

\[
= \theta \left( ([P_{\alpha n}] - [P_{\beta n}]) \right)
\]

\[
\leq \theta \left( ([P_{\alpha n}] - [P_{\beta n}]) \right)
\]

Since \( \{P_{\alpha n}\} \) and \( \{P_{\beta n}\} \) converge,

\[
\lim\theta(P_{\alpha n} - P_{\beta n}) = 0,
\]

\[
\lim\theta(P_{\alpha n} - P_{\beta n}) = 0.
\]

\[\square\]

**Theorem 23.** Let \( M_\alpha(F) \) be a 2-FIP and \( \theta \) is indeed a \( \alpha \)-norm on \( P^\ast(M_\alpha(F)) \). It also satisfies

(i) \( \theta(P_A) > 0 \) for every nonzero \( P_A \in P^\ast(M_\alpha(F)) \),

(ii) \( \theta(P_A, P_B) \leq \theta(P_A, P_B) \) \( \forall P_A \in P^\ast(M_\alpha(F)) \) and \( P_A, P_B \in P^\ast(M_\alpha(F)) \).

**Proof.** Consider

\[
\theta \left( tP_A \right)^2 = \theta \left( tP_A, tP_A \right)
\]

\[
= |t|\theta(P_A, tP_A)
\]

\[
\leq |t|\theta(P_A, tP_A)
\]

\[
\theta(P_A) \leq |t|\theta(P_A).
\]

For \( \lambda > 0 \),

\[
\theta(P_A) = \theta \left( \frac{1}{t}P_A \right) \leq \frac{1}{|t|}\theta(P_A),
\]

\[
\theta(tP_A) \leq |t|\theta(P_A) \forall P_A \in P^\ast(M_\alpha(F)), t \in R^+.
\]
Also,
\[
\begin{aligned}
\theta((P_A + P_B)^2) &= \theta((P_A + P_B) \cdot (P_A + P_B)) \\
&\leq \theta(P_A + P_B) + \theta(P_A + P_B) \\
&\leq \theta(P_A) \theta(P_A + P_B) + \theta(P_B) \theta(P_A + P_B) \\
&\leq (\theta(P_A) + \theta(P_B)) \theta(P_A + P_B),
\end{aligned}
\]
(54)

\[
\theta(P_A + P_B) \leq \theta(P_A) + \theta(P_B).
\]

(i) Let \( P_A \in P^*(M_\alpha(F)) \) be a nonzero element in \( M_\alpha(F) \); then \( P_A \cdot P_A > 0 \) and hence \( \theta(P_A) = \theta(P_A \cdot P_A) > 0 \) in \( P^*(M_\alpha(F)) \).

(ii) Let \( P_A, P_B \in P^*(M_\alpha(F)) \);
\[
\begin{aligned}
\theta((P_A, P_B))^2 &= \theta(P_A, P_B) \theta(P_A, P_B) \\
&= \theta((P_A, P_B)^2 (P_A, P_B)).
\end{aligned}
\]
(55)

Since \( M_\alpha(F, \theta) \) is a fuzzy norm,
\[
\begin{aligned}
\theta((P_A, P_B)^2 (P_A, P_A)) &\leq \theta(P_A, P_B) \theta(P_A, P_A) \\
&= \theta(P_A, P_A)^2 \theta(P_A, P_A).
\end{aligned}
\]
(56)

The square roots exist and are unique in \( P^*(M_\alpha(F)) \). Therefore \( \theta(P_A, P_B) \leq \theta(P_A, P_B) \theta(P_A, P_A) \).

**Theorem 24** (polarisation identity). If \( P_A, P_B \) are element of 2-FIPS \((M_\alpha(F), \eta)\), then
\[
4\eta(P_A, P_B, st) = \theta(P_A + P_B)^2 - \theta(P_A - P_B)^2 + i\theta(P_A + iP_B)^2 - i\theta(P_A + iP_B)^2.
\]
(57)

**Proof.** Consider
\[
\begin{aligned}
\theta(P_A + P_B)^2 &= \theta(P_A - P_B)^2 + i\theta(P_A + iP_B)^2 \\
&- i\theta(P_A + iP_B)^2 = \eta(P_A + P_B, P_A + P_B, (s + t)^2) \\
&- \eta(P_A - iP_B, P_A - iP_B, (s - t)^2) \\
&+ i\eta(P_A + iP_B, P_A + iP_B, (s + t)^2) \\
&- \eta(P_A - iP_B, P_A - iP_B, (s - t)^2) \\
&= \eta(P_A + P_B, P_A + P_B, s^2 + st + st + t^2) \\
&- \eta(P_A - P_B, P_A - P_B, s^2 - st + st + t^2) \\
&= \eta(P_A + P_B, P_A + P_B, s^2 + st + st + t^2) \\
&- \eta(P_A - P_B, P_A - P_B, s^2 - st + st + t^2) \\
&+ \eta(P_A + iP_B, P_A + iP_B, s^2 + st + st + t^2) \\
&- \eta(P_A - iP_B, P_A - iP_B, s^2 - st + st + t^2).
\end{aligned}
\]

Therefore,
\[
4\eta(P_A, P_B, st) = \theta(P_A + P_B)^2 - \theta(P_A - P_B)^2 + i\theta(P_A + iP_B)^2 - i\theta(P_A + iP_B)^2.
\]
(58)
5. Concluding Remarks

In this paper the concept of inner product over fuzzy matrices has been discussed. We plan to extend our research work to (1) orthogonal of fuzzy matrices and (2) the Moore Penrose inverse and spectral inverse of fuzzy matrices.
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