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We prove two Theorems on approximation of functions belonging to Lipschitz class Lip($\alpha, p$) in $L_p$-norm using Cesàro submethod. Further we discuss few corollaries of our Theorems and compare them with the existing results. We also note that our results give sharper estimates than the estimates in some of the known results.

Dedicated to Professor S. C. Gupta

1. Introduction

For a given signal (function) $f \in L_p := L_p[0, 2\pi]$, $p \geq 1$, let

$$s_n(f) := s_n(f; x) = \frac{a_0}{2} + \sum_{k=1}^{n} (a_k \cos kx + b_k \sin kx) = \sum_{k=0}^{n} t_k (f; x)$$

(1)

denote the partial sums, called trigonometric polynomials of degree (or order) $n$, of the first $(n + 1)$ terms of the Fourier series of $f$ at a point $x$.

Define

$$\tau_n(f) = \tau_n(f; x) = \sum_{k=0}^{n} a_{n,k} s_k (f), \quad \forall n \geq 0. \quad (2)$$

The trigonometric Fourier series of signal $f$ is said to be $T$-summable to $s$, if $\tau_n(f) \to s$ as $n \to \infty$.

Throughout $T \equiv (a_{n,k})$, a linear operator, will denote an infinite lower triangular matrix with nonnegative entries and row sums 1. Such a matrix $T$ is said to have monotone rows if, $\forall n$, $|a_{n,k}|$ is either nonincreasing or nondecreasing in $k$, $0 \leq k \leq n$. A linear operator $T$ is said to be regular if it is limit-preserving over the space of convergent sequences.

Note 1. In (2), $T \equiv (a_{n,k})$ behaves as a digital filter if $s_k$ and $\tau_n$ denote the input and output sequences of information, respectively. By taking different values of $a_{n,k}$, we get a variety of digital filters. For example, if $a_{n,k} = (n+1)^{-1}$, we get a very popular digital filter known as Cesàro filter. Psarakis and Moustakides [1, p. 591] have mentioned that the digital filters are widely used in various signal processing applications. During past few decades, various techniques for designing digital filters have been suggested. It is worth mentioning that the most common techniques use, as approximation criterion, the minimization of the $L_p$-measure $1 \leq p \leq \infty$. Thus the designing of digital filters has been recognized as an approximation problem. Here we are interested in approximations of functions in $L_1$-space.

A signal (function) $f$ in $L_p$ is approximated by trigonometric polynomials $\tau_n$ of order (or degree) $n$ and the degree
of approximation $E_n(f)$ is given by $E_n(f) = \min_n \|f(x) - t_n(f; x)\|_p$. This method of approximation is called trigonometric Fourier approximation (tfa). Further nice applications of tfa can be found in [2, 3] and the references given there.

The integral modulus of continuity [4] of $f$ is defined by

$$\omega_p(\delta; f) := \sup_{0 < |h| < \delta} \left\{ \frac{1}{2\pi} \int_0^{2\pi} |f(x + h) - f(x)|^p \, dx \right\}^{1/p}.$$  \hspace{1cm} (3)

If, for $a > 0$, $\omega_p(\delta; f) = O(\delta^a)$, then $f \in \operatorname{Lip}(\alpha, p)$ ($p \geq 1$). Throughout $\|f\|_p$ will denote the $L_p$-norm, defined by $\|f\|_p := \{(1/2\pi) \int_0^{2\pi} |f(x)|^p \, dx\}^{1/p}$, $f \in L_p$ ($p \geq 1$).

A positive sequence $a = \{a_n\}$ is called almost monotone decreasing (increasing) if there exists a constant $K = K(a)$, depending on the sequence $a$ only, such that, for all $n \geq m$, $a_n \leq K a_m$ ($K a_m \geq a_n$). Such sequences will be denoted by $a \in \text{AMDS}$ and $a \in \text{AMIS}$, respectively. A sequence which is either AMDS or AMIS is called almost monotone sequence and will be denoted by $a \in \text{AMS}$.

A sequence $a = \{a_n\}$ of nonnegative numbers tending to zero is called a rest bounded variation sequence or briefly $a \in \text{RBVS}$ [5, 6], if it has the property $\sum_{k=0}^{\infty} |\Delta a_k| \leq K(a) a_m$ for all natural numbers $m$, where $K(a)$ is a constant depending upon $a$ only.

A sequence $a = \{a_n\}$ of nonnegative numbers is called a head bounded variation sequence or briefly $a \in \text{HBVS}$ [6], if it has the property $\sum_{k=0}^{\infty} |\Delta a_k| \leq K(a) a_m$ for all natural numbers $m$, or only for all $m \leq N$ if the sequence $a$ has only a finite number of nonzero terms and the last nonzero term is $a_N$.

When we write that a sequence $\{a_{nk}\}$ belongs to one of the above classes, it means that it satisfies some of the above conditions with respect to $k = 0, 1, 2, \ldots, n$ for all $n$.

Let $A_{nk}^m := (1/(k + 1)) \sum_{i=m-k}^{m} a_{ni}$. If $\{A_{nk}^m\} \in \text{AMDS}$ ($\{A_{nk}^m\} \in \text{AMIS}$), then we shall say that $\{a_{nk}\}$ is an almost monotone decreasing (increasing) mean sequence, or briefly $\{a_{nk}\} \in \text{AMDMS}$ ($\{a_{nk}\} \in \text{AMIUMS}$) [7].

Let $A_{nk}^m := (1/(k + 1)) \sum_{i=m-k}^{m} a_{ni}$. If $\{A_{nk}^m\} \in \text{AMDS}$ ($\{A_{nk}^m\} \in \text{AMIS}$), then we shall say that $\{a_{nk}\}$ is an almost monotone decreasing (increasing) upper mean sequence or briefly $\{a_{nk}\} \in \text{AMDUMS}$ ($\{a_{nk}\} \in \text{AMIUMS}$) [8].

Note 2. If $\text{NIS}$ (NDS) is the class of nonnegative and non-increasing (non-decreasing) sequences, then the following inclusion relations are true [7, 8] for the above classes of numerical sequences:

\[ \text{NIS} \subset \text{RBVS} \subset \text{AMDS} \subset \text{AMDMS}. \]

\[ \text{NDS} \subset \text{HBVS} \subset \text{AMIS} \subset \text{AMIUMS}. \]  \hspace{1cm} (4)

Also $\text{AMDS} \subset \text{AMIUMS}$ and $\text{AMIS} \subset \text{AMDUMS}$.

Let $F$ be an infinite subset of $\mathbb{N}$ and $\mathcal{F}$ as the range of strictly increasing sequence of positive integers, say $\mathcal{F} = \{\lambda(n)\}_{n=1}^\infty$. The Cesàro submethod $C_{\lambda}$ is defined as

\[ (C_{\lambda} f)_n = \frac{1}{\lambda(n)} \sum_{k=1}^{\lambda(n)} f_k, \quad (n = 1, 2, 3, \ldots), \]  \hspace{1cm} (5)

where $\{x_k\}$ is a sequence of real or complex numbers. Therefore, $C_{\lambda}$-method yields a subsequence of the Cesàro method $C_1$, and hence it is regular for any $\lambda$. $C_{\lambda}$-matrix is obtained by deleting a set of rows from Cesàro matrix. The basic properties of $C_{\lambda}$-method can be found in [9, 10].

The notation $\lfloor x \rfloor$ means the greatest integer contained in $x$.

2. Known Results

Let $\sigma_n(f)$, $N_n(f)$, $R_n(f)$ denote the $n$th term of the Cesàro, Nörlund, and Riesz transform of the partial sums of the Fourier series of a $2\pi$-periodic function $f$, respectively. In 1937, Quade [11] proved that, if $f \in \operatorname{Lip}(\alpha, p)$, then $\|f - \sigma_n(f)\|_p = O(n^{-a})$ for each $i$) $p > 1$ and $0 < \alpha \leq 1$ or (ii) $p = 1$ and $0 < \alpha < 1$. He also showed that, if $p = 1 = \alpha$, then $\|f - \sigma_n(f)\|_1 = O(n^{-1} \log(n+1))$. These results have been further generalized by various investigators in [5–8, 12–21]. In 2002, Chandra [13] has extended the work of Quade [11] and proved three theorems on the trigonometric approximation using Nörlund and Riesz matrices.

Mittal and Rhoades [22, 23] have initiated the studies of error estimates $E_n(f)$ through tfa for the situations in which the summability matrix $T$ does not have monotone rows. Leindler [16] has extended the results of Chandra [13] without the assumption of monotonicity on the generating sequence $\{p_k\}$, while Mittal et al. [17, 18] have extended some results of Chandra [13] and Leindler [16] to general matrices. Recently Deger et al. [14] have extended the results of Chandra [13] in view of Armitage and Maddox [9]. Very recently, in [19], the authors of this paper have generalized two theorems of Deger et al. [14], by dropping the monotonicity on the elements of the matrix rows. These results also generalize the results of Leindler [16] to more general $C_{\lambda}$-method.

Szal [8], in 2009, has obtained the same degree of approximation as in theorems proved by Leindler [16] and Chandra [13] for more general class of triangular matrices. He has proved the following theorem for the Nörlund type means.

**Theorem A** (see [8]). Let $f \in \operatorname{Lip}(\alpha, p)$ and $T = (a_{nk})$ be an infinite lower triangular regular matrix with nonnegative entries and row sums 1. If one of the conditions,

(i) $p > 1, 0 < \alpha < 1$, and $\{a_{nk}\} \in \text{AMDMS},$

(ii) $p > 1, 0 < \alpha < 1, \{a_{nk}\} \in \text{AMIUMS}$, and $(n+1)a_{nn} = O(1),$

(iii) $p > 1, \alpha = 1, \sum_{k=0}^{\infty} |\lambda a_{nk}| = O(n^{-1}),$

(iv) $p = 1, 0 < \alpha < 1, \sum_{k=-1}^{-1} |\lambda a_{nk}| = O(n^{-1}),$
Theorem B (see [7]). Let \( f \in \text{Lip}(\alpha, p) \) and \( T \equiv (a_{n,k}) \) be an infinite lower triangular regular matrix with nonnegative entries and row sums \( 1 \). If one of the conditions,

(i) \( p > 1, 0 < \alpha < 1, \) and \( \{a_{n,k}\} \in \text{AMIM} \),

(ii) \( p > 1, 0 < \alpha < 1, \{a_{n,k}\} \in \text{AMDM}, \) and \( (n + 1)a_{n,0} = O(1) \), holds, then

\[
\left\| T_{n}(f) - f \right\|_{p} = O\left(n^{-\alpha}\right),
\]

where \( T_{n}(f;x) = \sum_{k=0}^{n} a_{n,n-k} s_{k}(f;x) \).

In 2012, Mohapatra and Szal [7] have proved some embedding results on the classes of sequences; few of them are given here in Note 2. Further they proved the following theorem for Riesz type means.

**Theorem 2.** Let \( f \in \text{Lip}(\alpha, p) \) and \( T \equiv (a_{n,k}) \) be defined as in Theorem 1. If one of the conditions,

(i) \( p > 1, 0 < \alpha < 1, \) and \( \{a_{n,k}\} \in \text{AMMUS} \),

(ii) \( p > 1, 0 < \alpha < 1, \{a_{n,k}\} \in \text{AMUMS}, \) and \( (\lambda(n) + 1)a_{\lambda(n),\lambda(n)} = O(1) \), holds, then

\[
\left\| T_{n}(f) - f \right\|_{p} = O\left((\lambda(n))^{-\alpha}\right),
\]

where \( T_{n}(f;x) = \sum_{k=0}^{\lambda(n)} a_{\lambda(n),\lambda(n)-k} s_{k}(f;x) \).

Corollary 3. If \( \lambda(n) = n \), then our Theorems 1 and 2 generalize the results of Mohapatra and Szal [7] and Szal [8], respectively.

**Corollary 4.** If \( a_{n,k} = P_{n}/P_{n} \), then our Theorems 1 and 2 extend very recent results of Değer and Kaya [15].

In continuation of Mittal and Singh [19, 20], in this paper, we generalize the results of Mohapatra and Szal [7] and Szal [8] using more general \( C_{\beta} \)-method to get sharper estimates as mentioned in Remark 6 (given afterwards). Further we show its connections with the existing results as corollaries.

### 3. Main Results

We prove the following theorems:

**Theorem 1.** Let \( f \in \text{Lip}(\alpha, p) \) and \( T \equiv (a_{n,k}) \) be an infinite lower triangular regular matrix with nonnegative entries and row sums \( 1 \). If one of the conditions,

(i) \( p > 1, 0 < \alpha < 1, \) and \( \{a_{n,k}\} \in \text{AMIM} \),

(ii) \( p > 1, 0 < \alpha < 1, \{a_{n,k}\} \in \text{AMDM}, \) and \( (n + 1)a_{n,0} = O(1) \), holds, then

\[
\left\| T_{n}(f) - f \right\|_{p} = O\left(n^{-\alpha}\right),
\]

where \( T_{n}(f;x) = \sum_{k=0}^{n} a_{n,n-k} s_{k}(f;x) \).

\[
\left\| T_{n}^{\lambda}(f) - f \right\|_{p} = O\left((\lambda(n))^{-\alpha}\right),
\]

where \( T_{n}^{\lambda}(f;x) = \sum_{k=0}^{\lambda(n)} a_{\lambda(n),\lambda(n)-k} s_{k}(f;x) \).

In continuation of Mittal and Singh [19, 20], in this paper, we generalize the results of Mohapatra and Szal [7] and Szal [8] using more general \( C_{\beta} \)-method to get sharper estimates as mentioned in Remark 6 (given afterwards). Further we show its connections with the existing results as corollaries.

### 4. Lemmas

We shall use the following lemmas in the proofs of our Theorems.

**Lemma 7** (see [11, p. 538]). If \( f \in \text{Lip}(\alpha, p) \), for \( p \geq 1, 0 < \alpha < 1, \) then, for any positive integer \( n, f \) may be approximated in \( L_{p} \) by a trigonometric polynomial, \( t_{n} \), of order \( n \) such that

\[
\left\| f - t_{n} \right\|_{p} = O\left(n^{-\alpha}\right).
\]

**Lemma 8** (see [11, p. 539]). If \( f \in \text{Lip}(\alpha, p) \), for \( 0 < \alpha < 1, \) and \( p > 1, \) then

\[
\left\| f - s_{n}(f) \right\|_{p} = O\left(n^{-\alpha}\right).
\]

**Lemma 9** (see [11, p. 541]). If \( f \in \text{Lip}(\alpha, 1) \), for \( 0 < \alpha < 1, \) then

\[
\left\| f - \sigma_{n}(f) \right\|_{1} = O\left(n^{-\alpha}\right).
\]

**Lemma 10** (see [11, p. 541, last line]). If \( f \in \text{Lip}(1, p) \), for \( p > 1, \) then

\[
\left\| \sigma_{n}(f) - s_{n}(f) \right\|_{p} = O\left(n^{-1}\right), \quad \forall n > 0.
\]
Note 3. We are using sums up to $\lambda(n)$ in the $n$th partial sums $s_n$ and $\sigma_n$ and writing these sums $s_\lambda^n$ and $\sigma_\lambda^n$, respectively, in the above lemmas for our purpose.

**Lemma 11.** Let $T \equiv (a_{n,k})$ be defined as in Theorem 1. If either (i) $\{a_{n,k}\} \in$ AMIMS or (ii) $\{a_{n,k}\} \in$ AMDMS and $(\lambda(n) + 1)a_{\lambda(n),0} = O(1)$, then, for $0 < \alpha < 1$,

$$\sum_{k=0}^{\lambda(n)} a_{\lambda(n),k} (k + 1)^{-\alpha} = O((\lambda(n))^{-\alpha}). \quad (14)$$

**Proof.** Let $r = \lfloor \lambda(n)/2 \rfloor$. Then

$$\sum_{k=0}^{\lambda(n)} a_{\lambda(n),k} (k + 1)^{-\alpha} = \left( \sum_{k=0}^{r} \sum_{k=r+1}^{\lambda(n)} a_{\lambda(n),k} (k + 1)^{-\alpha} \right) \leq \sum_{k=0}^{r} a_{\lambda(n),k} (k + 1)^{-\alpha} + (r + 1)^{-\alpha}. \quad (15)$$

By Abel’s transformation and using the Lagrange Mean Value Theorem to the function $f(x) = x^{-\alpha}, \ 0 < \alpha < 1$ on the interval $(k + 1, k + 2)$, we get

$$\sum_{k=0}^{r} a_{\lambda(n),k} (k + 1)^{-\alpha} \leq \sum_{k=0}^{r-1} \left[ (k + 1)^{-\alpha} - (k + 2)^{-\alpha} \right] \sum_{k=0}^{r} a_{\lambda(n),k} + (r + 1)^{-\alpha}$$

$$\leq \sum_{k=0}^{r-1} \frac{(k + 1)^{-\alpha} - (k + 2)^{-\alpha}}{(k + 1)^{-\alpha} (k + 2)^{-\alpha}} (k + 1)^{-\alpha} A_{\lambda(n),k}^r$$

$$+ (r + 1)^{-\alpha} \leq \sum_{k=0}^{r-1} \frac{\alpha}{(k + 2)^{2\alpha}} A_{\lambda(n),k}^r + (r + 1)^{-\alpha}. \quad (16)$$

(i) If $\{a_{n,k}\} \in$ AMIMS, that is, $\{A_{n,k}\} \in$ AMIS, then

$$\sum_{k=0}^{\lambda(n)} a_{\lambda(n),k} (k + 1)^{-\alpha} = O\left( \sum_{k=0}^{r} \frac{\alpha}{(k + 2)^{2\alpha}} A_{\lambda(n),k}^r \right)$$

$$+ O((r + 1)^{-\alpha})$$

$$= O\left( A_{\lambda(n),r}^r \sum_{k=0}^{r-1} \frac{\alpha}{(k + 2)^{2\alpha}} \right)$$

$$+ O((r + 1)^{-\alpha})$$

$$= O\left( (r + 1)^{-\alpha} \sum_{k=0}^{\lambda(n),r} a_{\lambda(n),k} \right)$$

$$+ O((r + 1)^{-\alpha}) = O((r + 1)^{-\alpha}). \quad (17)$$

(ii) If $\{a_{n,k}\} \in$ AMDMS, that is, $\{A_{n,k}\} \in$ AMDS, and $(\lambda(n) + 1)a_{\lambda(n),0} = O(1)$, then, as mentioned above, the proof of this case runs parallel to that of case (i). □

**Lemma 12.** Let $t_n$ be a trigonometric polynomial as in Lemma 7. If $\{(k + 1)^\beta a_{\lambda(n),k}\} \in$ HBVS for some $\beta > 0$ and $(\lambda(n) + 1)a_{\lambda(n),\lambda(n)} = O(1)$, then

$$\left\| t_n^\lambda(f) - \sum_{k=0}^{\lambda(n)} a_{\lambda(n),k} t_k \right\| = O(\lambda (n)^{-1}). \quad (18)$$

**Proof.** If $s_k(t_{\lambda(n)}; x)$ denotes the partial sum of the first $(k + 1)$ terms of the Fourier series of $t_{\lambda(n)}$ (as in [13, p. 14 & 21]) at $x$, then for $k \leq \lambda(n)$

$$s_k(t_{\lambda(n)}; x) = t_k(x), \quad (19)$$

Thus

$$t_n^\lambda(f) - \sum_{k=0}^{\lambda(n)} a_{\lambda(n),k} t_k(x) = \sum_{k=\lambda(n)+1}^{\lambda(n)} a_{\lambda(n),k} s_k(f - t_{\lambda(n)}; x), \quad (20)$$

where

$$s_k(f - t_{\lambda(n)}; x) = \frac{1}{\pi} \int_0^{2\pi} \frac{f(x + u) - t_{\lambda(n)}(x + u)}{2 \sin(u/2)} \, du. \quad (21)$$

Using the generalized Minkowski inequality [24, p. 37], we get

$$\left\| t_n^\lambda(f) - \sum_{k=0}^{\lambda(n)} a_{\lambda(n),k} t_k \right\| \leq \frac{1}{2\pi^2} \int_0^{2\pi} \left| K_n^\lambda(u) \right| \left| f(x + u) - t_{\lambda(n)}(x + u) \right| \, du$$

$$\cdot \left( \int_0^{2\pi} \left| f(x + u) - t_{\lambda(n)}(x + u) \right| \, du \right) \left( \int_0^{2\pi} \left| K_n^\lambda(u) \right| \, du \right)$$

$$= \frac{1}{2\pi^2} \int_0^{2\pi} \left| K_n^\lambda(u) \right| \left\| f - t_{\lambda(n)} \right\|_1 \left( \int_0^{2\pi} \left| f(x) - t_{\lambda(n)}(x) \right| \, dx \right) \, du$$

$$= \frac{2}{\pi} \left\| f - t_{\lambda(n)} \right\|_1 \int_0^{2\pi} \left| K_n^\lambda(u) \right| \, du$$

$$= \frac{2}{\pi} \left\| f - t_{\lambda(n)} \right\|_1 (I_1 + I_2), \quad (22)$$

where $K_n^\lambda(u) = \sum_{k=\lambda(n)+1}^{\lambda(n)} a_{\lambda(n),k} \sin(k + 1/2)u/2 \sin(u/2)$.

Now using $|\sin kt| \leq k|\sin t|$, we have $I_1 = O(\int_0^{\pi/\lambda(n)} (\lambda(n) + 1) \sum_{k=\lambda(n)+1}^{\lambda(n)} a_{\lambda(n),k} du) = O(1)$.
If \( (k + 1)^{-\beta}a_{\lambda(n),k} \in \text{HBVS} \) for some \( \beta > 0 \), then \( (k + 1)^{-\beta}a_{\lambda(n),k} \in \text{AMIS} \) as \( \text{HBVS} \subset \text{AMIS} \). This further implies that \( a_{\lambda(n),k} \in \text{AMIS} \), since, for \( 0 \leq k \leq m \leq \lambda(n) \),

\[
a_{\lambda(n),k} \leq a_{\lambda(n),k} \left( \frac{m + 1}{k + 1} \right)^{\beta} \leq K(a)a_{\lambda(n),m}.
\]  

(23)

Using \( a_{\lambda(n),k} \in \text{AMIS} \), \((\sin u)^{-1} \leq \begin{pmatrix} 2u/\pi \end{pmatrix}^{-1} (0 \leq u \leq \pi/2)\), and \((\lambda(n) + 1)a_{\lambda(n),\lambda(n)} = O(1)\),

\[
I_2 = O \left( \int_{\pi/\lambda(n)}^{\pi} a_{\lambda(n),\lambda(n)} \sum_{k=0}^{\lambda(n)} \frac{\sin(k + 1/2)u}{2 \sin(u/2)} du \right)
= O \left( a_{\lambda(n),\lambda(n)} \int_{\pi/\lambda(n)}^{\pi} u^{-2} du \right) = O(1).
\]

(24)

Putting \( I_1, I_2 \) in (22) and using Lemma 7, we get

\[
\left\| r_\lambda^n(f) - \sum_{k=0}^{\lambda(n)} a_{\lambda(n),\lambda(n)-k} k! k^k \right\|_1 = O \left( \left\| f - t_{\lambda(n)} \right\|_1 \right)
= O \left( (\lambda(n))^{-1} \right).
\]

(25)

This completes the proof of Lemma 12.

\[\square\]

\textbf{Lemma 13.} Let \( T \equiv (a_{nk}) \) be defined as in Theorem 1. If either (i) \( \lambda(n) \in \text{AMDUMS} \) or (ii) \( \lambda(n) \in \text{AMIUMS} \) and \((\lambda(n) + 1)a_{\lambda(n),\lambda(n)} = O(1)\). Then for \( 0 < \alpha < 1 \),

\[
\sum_{k=0}^{\lambda(n)} a_{\lambda(n),\lambda(n)-k} (k + 1)^{-\alpha} = O \left( (\lambda(n))^{-\alpha} \right).
\]

(26)

\textbf{Lemma 14.} Let \( t_n \) be a trigonometric polynomial as in Lemma 7. If \( (k + 1)^{-\beta}a_{\lambda(n),\lambda(n)-k} \in \text{HBVS} \) for some \( \beta > 0 \) and \((\lambda(n) + 1)a_{\lambda(n),0} = O(1)\), then

\[
\left\| r_\lambda^n(f) - \sum_{k=0}^{\lambda(n)} a_{\lambda(n),\lambda(n)-k} k! k^k \right\|_1 = O \left( (\lambda(n))^{-1} \right).
\]

(27)

We omit the proofs of Lemmas 13 and 14 as they are similar to that of Lemmas 11 and 12, respectively.

\section{5. Proofs of Main Results}

\subsection{5.1. Proof of the Theorem 1}

Cases (i) and (ii). Since \( r_\lambda^n(f; x) - f(x) = \sum_{k=0}^{\lambda(n)} a_{\lambda(n),k} (f; x) - f(x) \), thus, using Lemmas 8 and 11, we have

\[
\left\| r_\lambda^n(f) - f \right\|_p \leq \sum_{k=0}^{\lambda(n)} a_{\lambda(n),k} s_k(f; x) - f(x) \leq \sum_{k=0}^{\lambda(n)} a_{\lambda(n),k} \left( (\lambda(n))^{-1} \right)
= O \left( (\lambda(n))^{-1} \right).
\]

(28)

This completes the proofs of (i) and (ii).

\textbf{Case (iii).} In view of Note 3, we use \( s_\lambda^n(f) \) as \( s_\lambda^n(f) \) and then, using Abel's transformation twice,

\[
r_\lambda^n(f; x) - f(x)
= \sum_{k=0}^{\lambda(n)-1} s_k(f; x) - s_{k+1}(f; x) \sum_{j=0}^{k} a_{\lambda(n),j}
+ s_\lambda^n(f; x) - f(x)
= s_\lambda^n(f; x) - f(x)
= \sum_{k=0}^{\lambda(n)-1} (k + 1) u_{k+1}(f; x) A'_{\lambda(n),k}
= s_\lambda^n(f; x) - f(x)
= \sum_{k=0}^{\lambda(n)-1} \sum_{i=0}^{\lambda(n)-1} (i + 1) u_{i+1}(f; x)
= s_\lambda^n(f; x) - f(x)
= \sum_{k=0}^{\lambda(n)-1} \sum_{i=0}^{\lambda(n)-1} \sum_{j=0}^{\lambda(n)-1} u_{i+1}(f; x).
\]

(29)

Hence by Minkowski's inequality, we get

\[
\left\| r_\lambda^n(f) - f \right\|_p \leq \sum_{k=0}^{\lambda(n)-1} \sum_{i=0}^{\lambda(n)-1} \sum_{j=0}^{\lambda(n)-1} \sum_{i=0}^{\lambda(n)-1} u_{i+1}(f; x)
= \left( (\lambda(n))^{-1} \right).
\]

(30)

Since

\[s_\lambda^n(f) - f = \sum_{i=0}^{\lambda(n)-1} \sum_{j=0}^{\lambda(n)-1} \sum_{i=0}^{\lambda(n)-1} u_{i+1}(f; x),\]

(31)

thus by Lemma 10

\[
\left\| r_\lambda^n(f) - f \right\|_p = \left( (\lambda(n))^{-1} \right).
\]

(32)

If \( \sum_{k=0}^{\lambda(n)-1} |A'_{\lambda(n),k}| = O(\lambda(n)^{-1}) \), then

\[
\left\| r_\lambda^n(f) - f \right\|_p \leq O \left( (\lambda(n))^{-1} \right) \sum_{k=0}^{\lambda(n)-1} \sum_{j=0}^{\lambda(n)-1} \sum_{i=0}^{\lambda(n)-1} |A'_{\lambda(n),k}|
= O \left( (\lambda(n))^{-1} \right),
\]

in view of (30), (32), and Lemma 8.
**Cases (iv) and (v).** Using Abel’s transformation,

\[ \tau_n^A(f; x) - f(x) \]

\[ = \sum_{k=0}^{\lambda(n)-1} \left( \Delta_k a_{\lambda(n), k} \right) \sum_{i=0}^{k} \left[ \sigma_i(f; x) - f(x) \right] + a_{\lambda(n), \lambda(n)} (\lambda(n) + 1) \left[ \sigma_n^A(f; x) - f(x) \right]. \]  

(34)

Using Lemma 9, we get

\[ \left\| \tau_n^A(f) - f \right\|_1 \leq \sum_{k=0}^{\lambda(n)-1} \left( k + 1 \right) |\Delta_k a_{\lambda(n), k}| \left\| \sigma_k(f) - f \right\|_1 + a_{\lambda(n), \lambda(n)} (\lambda(n) + 1) \left\| \sigma_n^A(f) - f \right\|_1 \]

\[ \leq \left( \lambda(n) + 1 \right)^{\alpha} \left( \sum_{k=0}^{\lambda(n)-1} |\Delta_k a_{\lambda(n), k}| + a_{\lambda(n), \lambda(n)} \right). \]  

(35)

Using conditions \( \sum_{k=0}^{\lambda(n)-1} |\Delta_k a_{\lambda(n), k}| = O((\lambda(n))^{-1}) \) and \( (\lambda(n) + 1)a_{\lambda(n), \lambda(n)} = O(1) \), we get

\[ \left\| \tau_n^A(f) - f \right\|_1 = O \left( (\lambda(n))^{-\alpha} \right). \]  

(36)

This completes the proof of case (iv).

Further, if \( (a_{n,k}) \in \text{RBVS} \), then we have

\[ \sum_{k=0}^{\lambda(n)-1} |\Delta_k a_{\lambda(n),k}| = \sum_{k=0}^{\lambda(n)-1} |a_{\lambda(n),k} - a_{\lambda(n),k+1}| \leq K(a) a_{\lambda(n),0}. \]  

(37)

Therefore from (35), (37), and \( (a_{n,k}) \in \text{AMDS} \) (as \( \text{RBVS} \subset \text{AMDS} \)), we get

\[ \left\| \tau_n^A(f) - f \right\|_1 = O \left( (\lambda(n) + 1)^{\alpha} \right) \left( a_{\lambda(n),0} + a_{\lambda(n),\lambda(n)} \right) \]

\[ = O \left( (\lambda(n) + 1)^{\alpha} \right) a_{\lambda(n),0} = O \left( (\lambda(n))^{-\alpha} \right), \]  

(38)

since \( (\lambda(n) + 1)a_{\lambda(n),0} = O(1) \). This completes the proof of case (v).

**Case (vi).** By Lemmas 7 and 12, we have

\[ \left\| \tau_n^A(f) - f \right\|_1 \leq \left\| \tau_n^A(f) - \sum_{k=0}^{\lambda(n)} a_{\lambda(n),k} f_k \right\|_1 + \left\| \sum_{k=0}^{\lambda(n)} a_{\lambda(n),k} f_k - f \right\|_1 \]

\[ = O \left( (\lambda(n))^{-1} \right) \]

\[ + O \left( \sum_{k=0}^{\lambda(n)} a_{\lambda(n),k} \right) \]

\[ = O \left( (\lambda(n))^{-1} \right). \]  

(39)

Using Abel’s transformation, we get

\[ \sum_{k=0}^{\lambda(n)-1} \left( k + 1 \right) |\Delta_k a_{\lambda(n), k}| \left\| \sigma_k(f) - f \right\|_1 + a_{\lambda(n), \lambda(n)} (\lambda(n) + 1) \left\| \sigma_n^A(f) - f \right\|_1 \]

\[ \leq \left( \lambda(n) + 1 \right)^{\alpha} \left( \sum_{k=0}^{\lambda(n)-1} |\Delta_k a_{\lambda(n), k}| + a_{\lambda(n), \lambda(n)} \right). \]  

(40)

Using conditions \( \sum_{k=0}^{\lambda(n)-1} |\Delta_k a_{\lambda(n), k}| = O((\lambda(n))^{-1}) \) and \( (\lambda(n) + 1)a_{\lambda(n), \lambda(n)} = O(1) \), we get

\[ \left\| \tau_n^A(f) - f \right\|_1 = O \left( (\lambda(n))^{-\alpha} \right). \]  

(41)

This completes the proof of case (vi) and hence the proof of Theorem 1.

5.2. Proof of the Theorem 2. We omit the details as the proof is similar to that of Theorem 1. We use Lemmas 13 and 14 instead of Lemmas 11 and 12.

6. New Contribution

In classical Fourier analysis many results on tfa of functions in certain function spaces have been established using monotonicity condition on the elements of summability matrices. These results can be generalized in two possible directions. One is to use more general method and the other is to weaken the monotonicity condition. To achieve the latter aim, various generalizations of the monotonicity condition such as semimonotonicity, quasimonotonicity, AMIS, AMDS, HBVS, and RBVS were suggested by many authors from time to time. Weakening the monotonicity condition will enhance the quality of a digital filter in view of Note 1.

Motivated by these ideas we improve the results of Mohapatra and Szal [7] and Szal [8] using Cesàro submethod which in turn generalize various known results in the light of
recent developments and in view of Note 2. We also note that
we get sharper estimates than that of [7, 8] as \((\lambda(n))^{-\alpha} \leq n^{-\alpha}\)
for \(0 < \alpha \leq 1\). A few more applications of sharper estimates
and tfa can be seen in [18, p. 4484].

**Remark 15.** The study of degree of approximation of func-
tions in other function spaces such as Lip(\(\xi(t), p\)), weighted
Lipschitz, Hölder, and Zygmund classes may be the future
interest of few investigators in this direction.
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