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We present a novel hybrid algorithm based on particle swarm optimization (PSO) and simulated annealing (SA) for the design of two-dimensional recursive digital filters. The proposed method, known as SA-PSO, integrates the global search ability of PSO with the local search ability of SA and offsets the weakness of each other. The acceptance criterion of Metropolis is included in the basic algorithm of PSO to increase the swarm’s diversity by accepting sometimes weaker solutions also. The experimental results reveal that the performance of the optimal filter designed by the proposed SA-PSO method is improved. Further, the convergence behavior as well as optimization accuracy of proposed method has been improved significantly and computational time is also reduced. In addition, the proposed SA-PSO method also produces the best optimal solution with lower mean and variance which indicates that the algorithm can be used more efficiently in realizing two-dimensional digital filters.

1. Introduction

Design of two-dimensional (2D) filters has been considered extensively over the past two decades as it plays a very significant role in the domain of biomedical image processing, satellite imaging, seismic data processing, and so forth [1]. It is well known that digital filters are typically classified into two groups: recursive or infinite impulse response (IIR) and nonrecursive or finite impulse response (FIR) filters. Design of IIR filters has received much more attention, because IIR filters can provide a better performance than FIR filters, having the same number of filter coefficients. But the main problems of IIR filters are that they have a multimodal error surface and they may also be unstable in some cases. To overcome the problem of multimodal error surface, a global optimization method can be adopted more efficiently. The stability problem can be tackled by limiting the problem space as appropriate constraints from the beginning of optimization routine [1, 2]. Similar to 1D filter, 2D IIR filters can also meet the same desired specifications with less number of coefficients than required for an equivalent 2D FIR filter. The design methodology for 2D filters grouped in two ways: McClellan transformation based design of 2D filters from 1D prototype and another one based on appropriate optimization techniques [1–6]. In optimization based methods, the design problem can be formulated as a constrained minimization problem and they are solved by various global optimization techniques. Previously reported work on this problem has applied different optimization techniques, like neural network (NN) [1], genetic algorithm (GA) [2], computer language GENETICA [3], Taguchi-based immune algorithm [4], Bees algorithm [5], and particle swarm optimization (PSO) [6], efficiently. Most of these algorithms exhibit slow convergence to achieve a good near-optimum solution and are easily trapped into local optima. These shortcomings can be avoided by introducing SA with PSO because the first one has strong local exploration capabilities and PSO exhibits fast global searching abilities. Earlier reported works demonstrated that by combining SA with PSO, significant improvements are achieved for
different engineering problems, like partner selection in virtual enterprise [7], job shop scheduling problem [8], holon task allocation scheme [9], energy consumption reduction in embedded systems [10], and numerical verification of several benchmark functions [11]. Zhao et al. [7, 9] and Jamili et al. [8] combined SA with PSO for solving different practical problems, where SA starts with the global best solution generated by PSO. These hybrid algorithms [7–9] can be easily converted to basic PSO by ignoring the SA subroutine, and, at the same time, it can be used as a conventional SA by assuming population size to be one particle. It is demonstrated in [7–9] that the hybrid method outperforms conventional GA, SA, and PSO not only by providing quality solution but also by exhibiting greater convergence speed. Idoumghar et al. [10] and Shieh et al. [11] applied this hybrid algorithm for solving several benchmark functions and also for reducing energy consumption in embedded system memories. It is proved that [10] the hybrid SA-PSO outperforms most of the recently introduced PSO based methods, like QIPSO (quadratic interpolation based PSO), GMPSO (Gaussian mutation based PSO), and so forth, in terms of accuracy, robustness, and convergence speed. Motivated by the improved features of hybrid SA-PSO, here the design problem of 2D IIR filter is implemented more efficiently. Simulation results using this approach ensure better quality solutions with less computational time. The proposed design method using hybrid SA-PSO outperforms most of the recently introduced PSO based methods, like QIPSO (quadratic interpolation based PSO), GMPSO (Gaussian mutation based PSO), and so forth, in terms of accuracy, robustness, and convergence speed. Here \( \omega_1^1 = (\pi/N_1)n_1, \omega_2 = (\pi/N_2)n_2, \) and \( \rho \) is a positive integer (e.g., \( \rho = 2, 4, \) or 8). Hence, the primary aim is to minimize the difference between actual and desired amplitude response of the filter at \((N_1 \times N_2)\) grid points. Since denominator consists of only 1st degree factors, the stability condition is given by

\[
|b_k + c_k| - 1 < d_k < 1 - |b_k - c_k|,
\]

for \( k = 1, 2, \ldots, N. \)

2. Problem Formulation of 2D IIR Filter

Here we consider the design problem of \( N \)th order, 2D IIR filter with transfer function [6]:

\[
H(z_1, z_2) = H_0 \left( \frac{\sum_{i=0}^{N_1} \sum_{j=0}^{N_2} a_{ij} z_1^i z_2^j}{\prod_{k=1}^{N} (1 + b_k z_1 + c_k z_2 + d_k z_1 z_2)} \right), \quad a_{00} = 1,
\]

where \( a_{ij}, b_k, c_k, d_k \) are filter coefficients. Let the frequencies \( \omega_1, \omega_2 \in [-\pi, \pi], z_1 = e^{-j\omega_1}, \) and \( z_2 = e^{-j\omega_2} \). The design task of 2D filters is to find a transfer function \( H(z_1, z_2) \) as in (1), such that the magnitude function \( M(\omega_1, \omega_2) = |H(e^{-j\omega_1}, e^{-j\omega_2})| \) approximates the desired amplitude response \( M_d(\omega_1, \omega_2) \) in some optimal sense. This approximation can be achieved by minimizing \( \phi \), where

\[
\phi = \phi \left( \sum_{n=0}^{N} \sum_{m=0}^{M} |M(\omega_1, \omega_2) - M_d(\omega_1, \omega_2)|^p \right).
\]

Therefore, the design task of 2D recursive filters reduces to the following constrained minimization problem: minimize

\[
\phi = \sum_{n=0}^{N_1} \sum_{m=0}^{N_2} |M(\omega_1, \omega_2) - M_d(\omega_1, \omega_2)|^p
\]

satisfying the constraints as given in (3).

Assuming that \( N = 2 \), the transfer function of second-order 2D filter can be written as follows:

\[
H(z_1, z_2) = H_0 \left( \sum_{i=0}^{N_1} \sum_{j=0}^{N_2} a_{ij} z_1^i z_2^j \right),
\]

where \( a_{ij}, b_k, c_k, d_k \) are filter coefficients. Let the frequencies \( \omega_1, \omega_2 \in [-\pi, \pi], z_1 = e^{-j\omega_1}, \) and \( z_2 = e^{-j\omega_2} \). The design task of 2D filters is to find a transfer function \( H(z_1, z_2) \) as in (1), such that the magnitude function \( M(\omega_1, \omega_2) = |H(e^{-j\omega_1}, e^{-j\omega_2})| \) approximates the desired amplitude response \( M_d(\omega_1, \omega_2) \) in some optimal sense. This approximation can be achieved by minimizing \( \phi \), where

\[
\phi = \phi \left( \sum_{n=0}^{N} \sum_{m=0}^{M} |M(\omega_1, \omega_2) - M_d(\omega_1, \omega_2)|^p \right).
\]

Here \( \omega_1^1 = (\pi/N_1)n_1, \omega_2 = (\pi/N_2)n_2, \) and \( \rho \) is a positive integer (e.g., \( \rho = 2, 4, \) or 8). Hence, the primary aim is to minimize the difference between actual and desired amplitude response of the filter at \((N_1 \times N_2)\) grid points. Since denominator consists of only 1st degree factors, the stability condition is given by

\[
|b_k + c_k| - 1 < d_k < 1 - |b_k - c_k|,
\]

for \( k = 1, 2, \ldots, N. \)

2. Problem Formulation of 2D IIR Filter

Here we consider the design problem of \( N \)th order, 2D IIR filter with transfer function [6]:

\[
H(z_1, z_2) = H_0 \left( \frac{\sum_{i=0}^{N_1} \sum_{j=0}^{N_2} a_{ij} z_1^i z_2^j}{\prod_{k=1}^{N} (1 + b_k z_1 + c_k z_2 + d_k z_1 z_2)} \right), \quad a_{00} = 1,
\]

where \( a_{ij}, b_k, c_k, d_k \) are filter coefficients. Let the frequencies \( \omega_1, \omega_2 \in [-\pi, \pi], z_1 = e^{-j\omega_1}, \) and \( z_2 = e^{-j\omega_2} \). The design task of 2D filters is to find a transfer function \( H(z_1, z_2) \) as in (1), such that the magnitude function \( M(\omega_1, \omega_2) = |H(e^{-j\omega_1}, e^{-j\omega_2})| \) approximates the desired amplitude response \( M_d(\omega_1, \omega_2) \) in some optimal sense. This approximation can be achieved by minimizing \( \phi \), where

\[
\phi = \phi \left( \sum_{n=0}^{N} \sum_{m=0}^{M} |M(\omega_1, \omega_2) - M_d(\omega_1, \omega_2)|^p \right).
\]

Here \( \omega_1^1 = (\pi/N_1)n_1, \omega_2 = (\pi/N_2)n_2, \) and \( \rho \) is a positive integer (e.g., \( \rho = 2, 4, \) or 8). Hence, the primary aim is to minimize the difference between actual and desired amplitude response of the filter at \((N_1 \times N_2)\) grid points. Since denominator consists of only 1st degree factors, the stability condition is given by

\[
|b_k + c_k| - 1 < d_k < 1 - |b_k - c_k|,
\]

for \( k = 1, 2, \ldots, N. \)
where
\[ D = [(1 + b_1 c_10 + c_1 c_{01} + d_1 c_{11})
- j (b_1 s_{10} + c_1 s_{01} + d_1 s_{11})] \times [(1 + b_2 c_10 + c_2 c_{01} + d_2 c_{11})
- j (b_2 s_{10} + c_2 s_{01} + d_2 s_{11})], \]
\[ c_{pq} = \cos(p\omega_1 + q\omega_2), \]
\[ s_{pq} = \sin(p\omega_1 + q\omega_2) \quad \text{for } p, q = 0, 1, 2. \]

From (5), \( M(\omega_1, \omega_2) \) can be written as follows:
\[ M(\omega_1, \omega_2) = H_0 \left( \frac{A_R - j A_I}{(B_{1R} - j B_{1I})(B_{2R} - j B_{2I})} \right), \]
where
\[ A_R = (a_{00} + a_{01} c_{01} + a_{02} c_{02} + a_{10} c_{10} + a_{20} c_{20} + a_{11} c_{11} + a_{12} c_{12} + a_{21} c_{21} + a_{22} c_{22}), \]
\[ A_I = (a_{00} s_{00} + a_{01} s_{01} + a_{02} s_{02} + a_{10} s_{10} + a_{20} s_{20} + a_{11} s_{11} + a_{12} s_{12} + a_{21} s_{21} + a_{22} s_{22}), \]
\[ B_{1R} = (1 + b_1 c_{10} + c_1 c_{01} + d_1 c_{11}), \]
\[ B_{1I} = (b_1 s_{10} + c_1 s_{01} + d_1 s_{11}), \]
\[ B_{2R} = (1 + b_2 c_{10} + c_2 c_{01} + d_2 c_{11}), \]
\[ B_{2I} = (b_2 s_{10} + c_2 s_{01} + d_2 s_{11}). \]

Hence the corresponding magnitude response of 2D filters can be compactly written as follows:
\[ |M(\omega_1, \omega_2)| = H_0 \sqrt{\frac{A_R^2 + A_I^2}{(B_{1R}^2 + B_{1I}^2)(B_{2R}^2 + B_{2I}^2)}}. \]

To compare the performance of proposed SA-PSO method, the similar design specifications have been used for desired amplitude response [1–6]:
\[ M_d(\omega_1, \omega_2) = \begin{cases} 
1 & \text{if } \sqrt{\omega_1^2 + \omega_2^2} \leq 0.08 \\
0.5 & \text{if } 0.08 \pi \leq \sqrt{\omega_1^2 + \omega_2^2} \leq 0.12 \pi \\
0 & \text{otherwise.} 
\end{cases} \]

Consequently, the desired amplitude response of 2D filter satisfying (8) is depicted in Figure 1.

3. An Overview of Particle Swarm Optimization

Particle swarm optimization (PSO) is a population based evolutionary algorithm which can mimic biological mechanisms, like bird flocking or fish schooling [12]. During the evolutionary process, the swarm particles are attracted towards the location of the best fitness of the particle itself (local best) and the location of the best fitness achieved by the whole population (global best). The position and velocity of \( n \)th particle can be represented as follows:
\[ X_i = (x_{i1}, x_{i2}, \ldots, x_{iD}) \]
and \( V_i = (v_{i1}, v_{i2}, \ldots, v_{iD}) \). The position and velocity of \( n \)th particle satisfy the following equation:
\[ X_{i+1} = X_i + V_{i+1} \]
where \( X_i \) and \( V_i \) are the position and velocity of the particle at the \( i \)th iteration, respectively.

One important variant of standard PSO is the constriction factor based PSO (CPSO), which was proposed by Clerc and Kennedy [14]. The CPSO can generate higher-quality solutions than the standard PSO with inertia weight and it guarantees the convergence of the search procedure. In CPSO, the particle velocity is updated by following the equation:
\[ V_{iD} = \chi \left( \omega \cdot V_{iD} + c_1 \cdot \text{rand}_1(0, 1) \cdot (p_{bestD} - X_{iD}) + c_2 \cdot \text{rand}_2(0, 1) \cdot (g_{bestD} - X_{iD}) \right), \]
where \( c_1 \) and \( c_2 \) are cognitive and social acceleration control parameters and \( \text{rand}_1() \) and \( \text{rand}_2() \) are two random numbers \( \in [0, 1] \).
Table 1: Different inertia weight strategies.

<table>
<thead>
<tr>
<th>Name of Inertia Weight</th>
<th>Formula of Inertia Weight</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear Decreasing Inertia Weight (PSO-TVIIW)</td>
<td>$\omega = (\omega_{\text{max}} - \omega_{\text{min}}) \times \left( \frac{\text{iter}<em>{\text{max}} - \text{iter}}{\text{iter}</em>{\text{max}}} \right) + \omega_{\text{min}}$</td>
<td>$\omega_{\text{max}} = 0.9$  \ $\omega_{\text{min}} = 0.4$</td>
</tr>
<tr>
<td>Random Inertia Weight (PSO-RANDIW)</td>
<td>$\omega = 0.5 + \frac{\text{rand}(t)}{2}$</td>
<td>$\text{rand}(t) \in [0,1]$</td>
</tr>
<tr>
<td>Chaotic Inertia Weight (PSO-CIW)</td>
<td>$\omega = (\omega_{\text{max}} - \omega_{\text{min}}) \times \left( \frac{\text{iter}<em>{\text{max}} - \text{iter}}{\text{iter}</em>{\text{max}}} \right) + \omega_{\text{min}} \times z$</td>
<td>$\omega_{\text{max}} = 0.9$  \ $\omega_{\text{min}} = 0.4$</td>
</tr>
</tbody>
</table>

Table 2: Parameter settings for GA and the proposed SA-PSO.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>GA</td>
<td>Population size</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>Selection</td>
<td>Roulette wheel, probability 1/3</td>
</tr>
<tr>
<td></td>
<td>Crossover</td>
<td>Two points, rate 0.8</td>
</tr>
<tr>
<td></td>
<td>Mutation</td>
<td>Gaussian, rate 0.01</td>
</tr>
<tr>
<td>SA-PSO</td>
<td>Population size</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>Inertia weight ($\omega$)</td>
<td>0.9 $\rightarrow$ 0.4</td>
</tr>
<tr>
<td></td>
<td>$c_1, c_2$</td>
<td>2.05</td>
</tr>
<tr>
<td></td>
<td>Initial temperature</td>
<td>$T_0 = 50$</td>
</tr>
<tr>
<td></td>
<td>Minimum temperature</td>
<td>$T_{\text{min}} = 10^{-10}$</td>
</tr>
<tr>
<td></td>
<td>Cooling schedule</td>
<td>$C = 0.01, Q = 0.01$</td>
</tr>
</tbody>
</table>

where $\chi$ is called constriction factor, given by $\chi = \frac{2}{2 - \varphi - \sqrt{\varphi^2 - 4\varphi}}$, $\varphi = c_1 + c_2 > 4$.

It is well known that in PSO process, inertia weight ($\omega$) plays an important role for balancing between exploration-exploitation trade-off. In [15, 16], it has been demonstrated that chaotic inertia weight based PSO (PSO-CIW) [17] is the best strategy for better accuracy whereas PSO with random inertia weight (PSO-RANDIW) produces optimal solutions with better efficiency. Therefore, these two best performed inertia weight strategies combined with time varying inertia weight (PSO-TVIIW) are considered here to compare the performance of the proposed SA-PSO. The summary of different inertia weight strategies reported earlier is given in Table 1 along with the required constraints.

4. The Proposed SA-PSO Algorithm

The main benefit of PSO is that it is a problem independent, stochastic search optimization method. Due to its stochastic nature, it reveals insufficient global searching ability at the end of a run, particularly in multimodal functions. Hence to escape from local minima and increase the diversity of particle, the SA is integrated with PSO. Similar to PSO, SA is also a heuristic based random search global optimization method proposed by Kirkpatrick et al. [18]. During the search process, SA accepts not only better candidate solutions but also weakening solutions in certain degree according to Metropolis criterion [19], which can be mathematically represented by

$$a(x) = \begin{cases} 1 & \text{if } \Delta E \leq 0, \\ \exp \left( -\frac{\Delta E}{T} \right) & \text{if } \Delta E > 0, \end{cases}$$

where $\Delta E$ denotes change in energy due to perturbation of parameters and $T$ is the current temperature of system. To validate (12), a random number $\rho \in [0,1]$ is generated and checked for whether $\rho \leq a(x)$ or not. A suitable cooling schedule, based on adaptive simulated annealing (ASA), is introduced here to update temperature of the system [20]. The annealing schedule for $k$th iteration is written as follows:

$$T(k) = T(0) \exp \left( -\frac{Ck}{Q/D} \right),$$

where $T(0)$ is starting temperature, $Q$ represents quenching factor, and $D$ is the dimension of search space. Finally, in our proposed method, a well constructed stopping condition is included to minimize the execution time and computational efforts. The proposed algorithm terminates when either of minimum values of objective function and final temperature or maximum number of iterations is reached [21].

The design of 2D recursive filter starts by assuming a population of random solutions in multidimensional search space. Here, each particle consists of 15 positional coordinates which is represented by

$$X = [a_{01} \ a_{02} \ a_{10} \ a_{11} \ a_{12} \ a_{20} \ a_{21} \ a_{22} \ b_1 \ b_2 \ c_1 \ c_2 \ d_1 \ d_2 \ H_0].$$

Therefore, 2D filter coefficients are represented as a vector $X$, selected in the interval of $[-3, 3]$. Each entry of $X$ is optimized based on the flowchart presented in Figure 2 and the proposed design flow is given below.
Start

Parameter settings

Initialized particles

Calculate fitness for all particles in population and select initial best

Update velocity and position

Select one particle randomly from updated population and calculate fitness

New particle better than old one?

Yes

Accept new particle for next generation

Reduce temperature using cooling schedule

Stop criterion reached?

No

Design 2D filter using best particle

Randomly generate \( a \in [0,1] \)

\( a > e^{-\Delta E/T} \)

No

Yes
Table 3: Best results of 2D filter coefficients obtained by different approaches for $\rho = 2$.

<table>
<thead>
<tr>
<th>$a_{01}$</th>
<th>$a_{02}$</th>
<th>$a_{10}$</th>
<th>$a_{11}$</th>
<th>$a_{12}$</th>
<th>$a_{20}$</th>
<th>$a_{21}$</th>
<th>$a_{22}$</th>
<th>$b_{1}$</th>
<th>$b_{2}$</th>
<th>$c_{1}$</th>
<th>$c_{2}$</th>
<th>$d_{1}$</th>
<th>$d_{2}$</th>
<th>$H_{0}$</th>
<th>$\phi_{2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.8922</td>
<td>-1.2154</td>
<td>0.0387</td>
<td>-2.5298</td>
<td>0.3879</td>
<td>0.6115</td>
<td>-1.4619</td>
<td>2.5206</td>
<td>-0.8707</td>
<td>-0.8729</td>
<td>-0.8705</td>
<td>-0.8732</td>
<td>0.7756</td>
<td>0.7799</td>
<td>0.0010</td>
<td>3.7772</td>
</tr>
<tr>
<td>1.8162</td>
<td>-1.0600</td>
<td>0.0712</td>
<td>-2.5132</td>
<td>0.4279</td>
<td>0.5926</td>
<td>-1.3690</td>
<td>2.4326</td>
<td>-0.8662</td>
<td>-0.8907</td>
<td>-0.8531</td>
<td>-0.8388</td>
<td>0.7346</td>
<td>0.8025</td>
<td>0.0009</td>
<td>6.0276</td>
</tr>
<tr>
<td>-0.2247</td>
<td>-0.3259</td>
<td>-0.3498</td>
<td>-2.0915</td>
<td>0.0317</td>
<td>2.4656</td>
<td>-1.2200</td>
<td>0.7713</td>
<td>-0.9316</td>
<td>-0.0249</td>
<td>-0.9309</td>
<td>-0.0326</td>
<td>0.8862</td>
<td>-0.8082</td>
<td>0.0010</td>
<td>0.3052</td>
</tr>
<tr>
<td>-0.2347</td>
<td>-0.3274</td>
<td>-0.2724</td>
<td>0.1304</td>
<td>-0.0577</td>
<td>-2.2779</td>
<td>-0.1220</td>
<td>0.8314</td>
<td>-0.8604</td>
<td>-0.8607</td>
<td>-0.8598</td>
<td>-0.8598</td>
<td>0.7517</td>
<td>-0.8082</td>
<td>0.0010</td>
<td>2.9686</td>
</tr>
<tr>
<td>-0.5993</td>
<td>-0.0447</td>
<td>-0.1779</td>
<td>1.6032</td>
<td>-0.616</td>
<td>-2.4065</td>
<td>-0.3271</td>
<td>0.8995</td>
<td>-0.2269</td>
<td>-0.9187</td>
<td>-0.4113</td>
<td>-0.8874</td>
<td>0.2572</td>
<td>0.7517</td>
<td>0.0010</td>
<td>3.7731</td>
</tr>
<tr>
<td>-0.2655</td>
<td>-0.4779</td>
<td>-0.1088</td>
<td>0.6370</td>
<td>-0.2470</td>
<td>-0.1133</td>
<td>-0.192</td>
<td>0.9396</td>
<td>-0.4635</td>
<td>-0.4357</td>
<td>-0.5550</td>
<td>-0.3300</td>
<td>0.1222</td>
<td>0.1034</td>
<td>0.0011</td>
<td>4.0084</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Step 1. Specify desired filter ($M_{q}$) specifications as given in (8). Assume initial temperature is ($T_{0}$) and minimum level of temperature is ($T_{\text{min}}$), initialize $\rho = 2, 4, 8$ and $N_{1} = N_{2} = 50$, and use (5) to calculate $c_{pq}$ and $s_{pq}$ for $p, q = 0, 1, 2$ before optimization starts.

Step 2. Initialize swarm size, minimum value of objective function (min_E), random population of coefficients vector ($x_{i}$) and maximum number of evaluations ($k_{\text{max}} > 0$).

Step 3. Set the iteration number $k = 1$, assign best solution $x_{g} = x_{i}$, and use (2) for computing the fitness of the best solution $p_{\text{best}}$.

Step 4 (calculate fitness). Compute fitness values for each particle in the swarm.

Step 5 (update $p_{\text{best}}$). Particle best position $p_{\text{best}}$ is updated based on Metropolis criterion (12) as follows: if current fitness of selected particle is less than fitness of $p_{\text{best}}$, then current position of the particle is accepted as new $p_{\text{best}}$ with probability 1; otherwise current particle will be accepted according to $\rho \leq \alpha$, where $\rho \in [0, 1]$ and $\alpha = \exp(-\phi(p_{\text{current}}) - \phi(p_{\text{best}}))/T$.

Step 6 (update $g_{\text{best}}$). Now assign best particles $p_{\text{best}}$ value to $g_{\text{best}}$ and calculate the new velocity and position by (9) and (10) for all particles.

Step 7 (reduce Temperature). Calculate new temperature $T$ specified in cooling schedule (13). If $T \leq T_{\text{min}}$, then terminate searching for best solution; otherwise go to Step 8.

Step 8 (update velocities and positions). Calculate velocities $V_{i}$ using (9) and positions for each particle by (10).

Step 9. Update $k = k + 1$, and check whether $k \geq k_{\text{max}}$ or minimum value of cost function is achieved by any particle. If yes, then assign $x = g_{\text{best}}$; otherwise go back to Step 4.

Step 10. Design 2D filter based on coefficients of $x = g_{\text{best}}$ and compute the magnitude response.

5. Simulation Results and Discussion

In order to validate the performance of proposed SA-PSO, we implemented the algorithm using MATLAB 2009 on Genuine Intel(R) Core 2 Duo CPU E7300 @2.66 GHz, 2 GB RAM. Here, all the associated algorithms are executed for 20 independent runs with 40,000 functional evaluations (FE). Table 2 shows the choice of several required parameters for GA and SA-PSO based methods. In case of proposed SA-PSO based methods, initial population size is chosen as 100. It is also observed that with the further increase in population size, the solution quality remains unchanged. In SA-PSO-TVIW, the inertia weight is decreased from 0.9 to 0.4 to obtain the best possible solutions whereas in SA-PSO-RANDIW it is varied randomly in between 0.5 and 1. The starting temperature for annealing is chosen to be very high, so that it can escape from local optima easily. The parameters for cooling schedule are chosen to be very small to assure global convergence; otherwise it can skip the true global solutions [20, 21].

Table 3 shows an analysis of the experimental results of the proposed method with NN (2001), GA (2003), GENETICA (2006), TBIA (2008), QPSO DGM (2010), ASA, and PSO-TVIW with respect to the best known solutions. The best results among different methods are highlighted in bold.
and it can be easily verified that the experimental results of the proposed method, that is, SA-PSO-TVIW and SA-PSO-RANDIW, are better than all other reported methods [1–6]. For example, the percentage improvement in $\phi_2$ provided by the proposed SA-PSO-TVIW method in comparison to earlier reported methods [1–4, 6] is 23.4%, 52%, 5.23%, 2.54%, and 23.32%, respectively.

Further, in Table 4, for different values of $\rho$, the best possible solutions (best) and worst solutions (worst) are listed for different methods which clearly reveal that the
best/worst solutions obtained by the proposed SA-PSO based algorithm are best for all runs. Furthermore, Table 5 presents the statistics for average (mean) and variance (VAR) of the optimal solutions for different values of \( \rho \). From Table 5, it can be observed that the proposed SA-PSO algorithm exhibits better performance with less computational time (i.e., less than half time as compared to GA or ASA) and produces optimal solution with very lower variance. Hence, it can be implemented more efficiently in real-time designing of 2D filters.

Figures 3(a)–3(f) show the calculated amplitude response of 2D filter for \( \rho = 2 \). The best results obtained by SA-PSO-TVIW and SA-PSO-RANDIW are shown in Figures 3(a) and 3(b), respectively. For comparison purpose, the results obtained by NN, GA, GENETICA, and TBIA are also included in Figure 3(c) to Figure 3(f). A closer look at these figures reveals that SA-PSO based methods, that is, SA-PSO-TVIW and SA-PSO-RANDIW, yield a better approximation to the desired response and stop-band ripple is much less with respect to other competitive methods [1–6]. Figures 4(a) and 4(b) show the magnitude response obtained using SA-PSO based methods for \( \rho = 4 \) whereas Figures 5(a) and 5(b) represents the magnitude response for \( \rho = 8 \).

Figures 6(a) and 6(b) show the best convergence profiles of SA-PSO based methods for \( \rho = 2 \) and 4, respectively. Among the 20 independent executions of four different algorithms (the existing two algorithms: GA and PSO-RANDIW and the proposed two algorithms: SA-PSO-TVIW and SA-PSO-RANDIW), the best performed runs are plotted here. Initially for few thousands FEs, PSO-RANDIW converges faster than GA, SA-PSO-RANDIW, and SA-PSO-TVIW. After certain number of iterations, the PSO-RANDIW and GA both exhibit premature convergence and settle to near optimal solutions. After 30,000 FEs, SA-PSO based methods fall below the curves of both GA and PSO, because SA helps particles to jump out from local minima from the beginning of a search. Due to this, at the end of search procedure, the proposed hybrid method provides best candidate solution. Hence, the proposed hybrid algorithm produces better optimal solutions during the search process of 2D recursive filters.

### Table 4: Comparative results of different algorithms in terms of best and worst case solution.

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>( \rho = 2 )</th>
<th>( \rho = 4 )</th>
<th>( \rho = 8 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Best</td>
<td>Worst</td>
<td>Best</td>
</tr>
<tr>
<td>GA</td>
<td>3.1574</td>
<td>7.4938</td>
<td>0.2596</td>
</tr>
<tr>
<td>ASA</td>
<td>4.0084</td>
<td>4.7473</td>
<td>0.2472</td>
</tr>
<tr>
<td>PSO-TVIW</td>
<td>3.0475</td>
<td>6.5456</td>
<td>0.2024</td>
</tr>
<tr>
<td>PSO-CIW</td>
<td>2.9985</td>
<td>4.7608</td>
<td>0.2008</td>
</tr>
<tr>
<td>PSO-RANDIW</td>
<td>2.9604</td>
<td>5.2970</td>
<td>0.1899</td>
</tr>
<tr>
<td>SA-PSO (TVIW)</td>
<td>2.8932</td>
<td>4.7777</td>
<td>0.2263</td>
</tr>
<tr>
<td>SA-PSO (RANDIW)</td>
<td>2.629</td>
<td>3.0264</td>
<td>0.1599</td>
</tr>
</tbody>
</table>

6. Conclusions

In this paper, a novel hybrid evolutionary algorithm based on PSO and SA is proposed for finding the global best solution of second-order, two-dimensional recursive digital filters. The proposed hybrid method integrates the global search capability of PSO with SA to escape from local minima. The experimental results are compared with earlier reported algorithms, namely, NN, GA, GENETICA, and TBIA, in addition to different variants of PSO. The comparison results indicate that SA-PSO based methods exhibit better performance in all experiments and provide best optimum solution during search mechanism. Also, the proposed method produces the best solution with lower mean and variance. Hence, the proposed approach could be an alternative to implement the two-dimensional digital filters for real-time applications.
Table 5: Comparative results of different algorithms in terms of mean and VAR.

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>$\rho = 2$</th>
<th>$\rho = 4$</th>
<th>$\rho = 8$</th>
<th>Time (S)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>VAR</td>
<td>Mean</td>
<td>VAR</td>
</tr>
<tr>
<td>GA</td>
<td>4.6137</td>
<td>0.6160</td>
<td>0.4300</td>
<td>0.0688</td>
</tr>
<tr>
<td>ASA</td>
<td>4.2475</td>
<td>0.0288</td>
<td>0.2679</td>
<td>3.14E−04</td>
</tr>
<tr>
<td>PSO-TVIW</td>
<td>4.4858</td>
<td>0.2347</td>
<td>0.3044</td>
<td>3.14E−04</td>
</tr>
<tr>
<td>PSO-CIW</td>
<td>4.2127</td>
<td>0.2778</td>
<td>0.2847</td>
<td>0.0022</td>
</tr>
<tr>
<td>PSO-RANDIW</td>
<td>4.066</td>
<td>0.3543</td>
<td>0.2549</td>
<td>0.0013</td>
</tr>
<tr>
<td>SA-PSO (TVIW)</td>
<td>3.8762</td>
<td>0.5053</td>
<td>0.3123</td>
<td>0.0029</td>
</tr>
<tr>
<td>SA-PSO (RANDIW)</td>
<td>2.9059</td>
<td>0.0094</td>
<td>0.1845</td>
<td>1.58E−04</td>
</tr>
</tbody>
</table>

Figure 5: Amplitude response $|M(\omega_1, \omega_2)|$ of 2D filter for $\rho = 8$; (a) SA-PSO-TVIW and (b) SA-PSO-RANDIW.

Figure 6: Best fitness profile for GA, PSO-RANDIW, SA-PSO-TVIW, and SA-PSO-RANDIW; (a) $\rho = 2$ and (b) $\rho = 4$. 
Emphasis on higher order two-dimensional recursive filter design with guaranteed stability and further reduction in computational complexity is left as future work.
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