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A new maximum lateness scheduling model in which both cooperative games and variable processing times exist simultaneously is considered in this paper. The job variable processing time is described by an increasing or a decreasing function dependent on the position of a job in the sequence. Two persons have to cooperate in order to process a set of jobs. Each of them has a single machine and their processing cost is defined as the minimum value of maximum lateness. All jobs have a common due date. The objective is to maximize the multiplication of their rational positive cooperative profits. A division of those jobs should be negotiated to yield a reasonable cooperative profit allocation scheme acceptable to them. We propose the sufficient and necessary conditions for the problems to have positive integer solution.

1. Introduction

In this paper, we introduce a new maximum lateness scheduling model in which both cooperative games and variable processing times exist simultaneously. There are many situations where one person is not able to undertake all the jobs alone in a large project and two persons need to cooperate in order to complete a project. Each person offers a single machine to process jobs. A division of those jobs should be negotiated to yield a reasonable cooperative profit allocation scheme acceptable to them. In many manufacturing processes, the processing times of jobs may be dependent on their positions in the sequence. This phenomenon is called “aging effect” or “learning effect” in the literature. In the aging effect, the processing time of a job increases as a function of its position in the sequence, while, in the learning effect, the processing time of a job decreases as a function of its position in the sequence. In this paper, we address maximum lateness scheduling on two-person cooperative games with variable processing times. To the best of our knowledge, no work has been done on maximum lateness scheduling models combining two aspects of cooperative games and variable processing times.

Scheduling problems with two-person cooperative games have received increasing attention in recent years. Jin et al. [1] consider the two-person cooperative games on makespan scheduling. The case of jobs with same processing time is addressed and each party's processing cost is determined by their minimized makespan. Dou et al. [2] consider the two-person cooperative games on total completion time scheduling where the processing time of each job is the same. Gu et al. [3] discuss the two-person Nash Bargaining problem with changeable processing time, where the processing cost is defined as their minimized maximum flow time. Jin [4] establishes a mathematical model of the problem where two persons process a batch of jobs by cooperation, where job processing time is a linear function of its starting time. Jin [5] studies two-person cooperative games problem on total completion time scheduling with changeable processing time. Gu et al. [6] consider the scheduling problem on two-person cooperative games, where the processing cost is defined as their minimized maximum latency. Liu et al. [7] study the problem of two-person cooperative games on minimizing the total (weighted) number of tardy jobs and on minimizing the total (weighted) completion time. Chen [8] studies an
integer-valued cooperative games model on scheduling. Tang et al. [9] propose a new topic on dual relationships between job games and machine games and provide the extensive reviews of research on scheduling games. The literature mentioned above investigates the cooperative games on scheduling; however, they do not consider the maximum lateness scheduling with variable processing times.


The remainder of this paper is organized as follows. In Section 2, we describe the proposed problems. In Section 3, we discuss the two-person cooperative games on maximum lateness scheduling problems with an aging effect and a learning effect, respectively. Section 4 gives some concluding remarks.

2. Problem Description

The problems of maximum lateness scheduling on two-person cooperative games with variable processing times are described as follows. There is a set of jobs \( J = \{ J_1, J_2, \ldots, J_n \} \) that has to be processed by two persons. Each job should be processed only once without interruption. All jobs are available for processing at time zero. Two persons, each with a single machine, cooperate to complete the processing of these \( n \) jobs. The due date of each job is denoted by \( d_j \) and all jobs have a common due date \( d \); that is, \( d_j = d \). The processing time \( p_{j,r} \) of job \( J_j \) is a function dependent on its position \( r \) in a sequence. We consider two special models of job variable processing times: (1) an aging effect \( p_{j,r} = P_0 + a r \) and (2) a learning effect \( p_{j,r} = P_0 - a r \), \( j = 1, 2, \ldots, n, r = 1, 2, \ldots, n \), where \( P_0 \) is the normal processing time, \( a > 0 \) denotes a constant aging ratio in model (1) and a constant learning ratio in model (2). Since job processing time is positive value, it is assumed that \( a < P_0/n \) for the learning effect model. The normal processing time and the aging/learning ratio are identical for all jobs.

Given a solution for the two-person cooperative games, we use \( C_j \) to denote the completion time for job \( J_j \). If we use \( X_1 \) and \( X_2 \) to denote each person's subset of jobs, then \( X_1 \cup X_2 = J, X_1 \cap X_2 = \emptyset \). For person \( i \) \((i = 1, 2)\), processing a job per unit time will bring \( b_i (i = 1, 2) \) unit profit; the processing cost is defined as the minimum value of the maximum lateness of jobs, that is, \( \min L_i^{\max} = \min \max \{ C_j - d | j \in X_i \}) \), and then the profit function of person \( i \) is defined by \( u_i = b_i \sum_{j \in X_i} p_{j,r} - \min L_i^{\max} \). If two persons cannot achieve a cooperation agreement, let \( e_i \) denote the \( i \)th individual's cost; then there should be the inequalities of the form \( e_i \geq u_i(\phi) = 0, (i = 1, 2) \). Hence, the cooperative profit of person \( i \) is formulated by \( v_i = u_i(X_i) - e_i = b_i \sum_{j \in X_i} p_{j,r} - \min L_i^{\max} - e_i \), the overall profit of two persons is measured by the product of \( v_1 \) and \( v_2 \), and our objective is to maximize this product.

The problems of maximum lateness scheduling on two-person cooperative games with variable processing times and common due date can be described by the three-field notation of Jin et al. [1] of the forms \( G2|p_{j,r} = P_0 + a r, d_j = d, v_1 v_2/L_2 \max \) and \( G2|p_{j,r} = P_0 - a r, d_j = d, v_1 v_2/L_2 \max \) respectively. The first-field \( G2 \) represents two-person cooperative games and each person has one machine. The second field describes job characteristics, that is, the structures of the processing time and the due date. The third field \( v_1 v_2/L_2 \max \) represents the optimization goal.

3. Main Results

We consider the two-person cooperative games on maximum lateness scheduling problems \( G2|p_{j,r} = P_0 + a r, d_j = d, v_1 v_2/L_2 \max \) and \( G2|p_{j,r} = P_0 - a r, d_j = d, v_1 v_2/L_2 \max \) in Sections 3.1 and 3.2, respectively.

3.1. Problem \( G2|p_{j,r} = P_0 + a r, d_j = d, v_1 v_2/L_2 \max \) Let \( k \) be the number of jobs in subset \( X_1 \) assigned to person 1, and let \( n-k \) be the number of jobs in subset \( X_2 \) assigned to person 2,
1 \leq k \leq n-1. Next, we will show that $C_k = kP_0 + (k(k+1)/2)a$ for person 1 by induction. 

\[ C_1 = P_{1,1} = P_0 + a = P_0 + \frac{1 \times (1 + 1)}{2}a. \]

\[ C_2 = C_1 + P_{2,2} = (P_0 + a) + (P_0 + 2a) = 2P_0 + \frac{2 \times (2 + 1)}{2}a. \]

Suppose $C_j = jP_0 + (j(j+1)/2)a$ for job $I_j$; then we consider job $I_{j+1}$:

\[ C_{j+1} = C_j + P_{(j+1),(j+1)} = jP_0 + \frac{j(j+1)}{2}a + (P_0 + a(j+1)) \]

\[ = (j+1)P_0 + \frac{(j+1)(j+2)}{2}a. \]

Hence, we prove $C_k = kP_0 + (k(k+1)/2)a$, which is a fixed constant for all permutations of the jobs.

Likewise, we can show that $C_n = (n-k)P_0 + ((n-k)(n-k+1)/2)a$ for person 2 by induction. $C_n = (n-k)P_0 + (1 + 2 + \cdots + n-k)a = (n-k)P_0 + ((n-k)(n-k+1)/2)a$, which is a fixed constant for all permutations of the jobs.

The profit functions are as follows:

\[ u_1 (X_1) = b_1 \sum_{j \in X_1} p_{j,r} - \min L_1 \max = b_1 C_k - \min L_1 \max \]

\[ = (b_1 - 1) \left[ kP_0 + \frac{k(k+1)}{2}a \right] + d, \]

\[ u_2 (X_2) = b_2 \sum_{j \in X_2} p_{j,r} - \min L_2 \max \]

\[ = (b_2 - 1) \left[ (n-k)P_0 + \frac{(n-k)(n-k+1)}{2}a \right] + d. \]

Since the profit functions have positive values, it should hold that $b_1 > 1, (i = 1, 2)$.

Thus, the two cooperative profit functions are the quadratic functions of positive integer $k$ of the form

\[ v_1 (k) = u_1 (X_1) = (b_1 - 1) \left[ kP_0 + \frac{k(k+1)}{2}a \right] + d \]

\[ = \frac{a(b_1 - 1)}{2} \left[ k^2 + \left( 1 + \frac{2P_0}{a} \right)k \right] + \frac{2(d - e_1)}{a(b_1 - 1)}. \]

\[ v_2 (k) = u_2 (X_2) = (b_2 - 1) \left[ (n-k)P_0 + \frac{(n-k)(n-k+1)}{2}a \right] + d \]

\[ = \frac{a(b_2 - 1)}{2} \left[ k^2 + \left( 1 + \frac{2P_0}{a} \right)k \right] + \frac{2(d - e_2)}{a(b_2 - 1)}. \]

When the discriminant $\Delta_i = (1+2P_0/a)^2 - 8(d-e_1)/a(b_1 - 1)$ of $v_1$ and the discriminant $\Delta_2 = (2P_0/a + 1)^2 - 8(d-e_2)/a(b_2 - 1)$ of $v_2$ are smaller than zero, we do not need to study this problem. So we only consider the solution when

\[ \Delta_i \geq 0, \]

\[ e_i \geq 0, \]

\[ b_i > 1, \quad (i = 1, 2), \]

\[ a > 0, \]

\[ 1 \leq k \leq n - 1. \]

Under the condition of $\Delta_i \geq 0, v_1 (k)v_2 (k)$ can be expressed as the following form:

\[ v_1 (k)v_2 (k) = \frac{a^2(b_1 - 1)(b_2 - 1)}{4} \left( k - \alpha_3 \right) \left( k - \alpha_4 \right), \]

where

\[ \alpha_1 = -\left( \frac{1}{2} + \frac{P_0}{a} \right) - \sqrt{\left( \frac{1}{2} + \frac{P_0}{a} \right)^2 - \frac{2(d - e_1)}{a(b_1 - 1)}}, \]

\[ \alpha_2 = -\left( \frac{1}{2} + \frac{P_0}{a} \right) + \sqrt{\left( \frac{1}{2} + \frac{P_0}{a} \right)^2 - \frac{2(d - e_1)}{a(b_1 - 1)}}, \]

\[ \alpha_3 = n - \frac{1}{2} + \frac{P_0}{a} - \sqrt{\left( \frac{1}{2} + \frac{P_0}{a} \right)^2 - \frac{2(d - e_2)}{a(b_2 - 1)}}, \]

\[ \alpha_4 = n - \frac{1}{2} + \frac{P_0}{a} + \sqrt{\left( \frac{1}{2} + \frac{P_0}{a} \right)^2 - \frac{2(d - e_2)}{a(b_2 - 1)}}. \]
Theorem 1. The sufficient and necessary condition for the problem $G2|p_{ij} = P_0 + ar, d_j = d|v_1v_2/L_{\text{max}}$ to have positive integer solution $k$ is

$$\beta_1 \leq \beta_2.$$  (9)

Furthermore, if the problem has a solution, then the optimal solution $k^*$ is certainly in closed interval $[\beta_1, \beta_2]$, where $\beta_1 = [\alpha_1] + 1, \beta_2 = [\alpha_3] - 1$.

Proof. If the problem has a solution, the two cooperative profit functions $v_1$ and $v_2$ must be of positive value. We have $k < \alpha_3$ and $k > \alpha_3$ from $v_1 > 0$. We obtain $k < \alpha_1$ and $k > \alpha_4$ from $v_2 > 0$. Since $\alpha_1 < 0, \alpha_4 > n$, and $1 \leq k \leq n - 1$, we have $\alpha_3 < k < \alpha_3$. Hence, we have $k \in ([\alpha_1], [\alpha_3]) \cap [1, n - 1]$. Since $k$ is an integer, we set $\beta_1 = [\alpha_2] + 1, \beta_2 = [\alpha_3] - 1$. Thus, $1 \leq \beta_1 \leq n - 1, 1 \leq \beta_2 \leq n - 1$. So the problem $G2|p_{ij} = P_0 + ar, d_j = d|v_1v_2/L_{\text{max}}$ to have a solution equivalent to the closed interval $[\beta_1, \beta_2]$ has at least one positive integer $k$, that is, $\beta_1 \leq k \leq \beta_2$. Therefore, the sufficient and necessary condition for the problem $G2|p_{ij} = P_0 + ar, d_j = d|v_1v_2/L_{\text{max}}$ to have positive integer solution $k$ is $\beta_1 \leq \beta_2$.

We set $v_1(x) - v_2(x)$ as a four-time polynomial in $x$ and the function can be expressed as $v_1(x) - v_2(x) = (a'(b_1 - 1)(b_2 - 1)/4)(x - a)(x - a')(x - a)(x - a')$. So $v_1(x) - v_2(x)' = 0$ is a cubic polynomial in $x$ and $v_1(x) - v_2(x)' = 0$ have three roots. Under the conditions of (6) and (9), we know that there are three roots to $v_1(x) - v_2(x)' = 0$. Without loss of generality, let us set them to be $\delta_1, \delta_2, \delta_3$ and their relationship can be defined as $\delta_1 < \delta_2 < \delta_3$. So $\delta_1, \delta_2, \delta_3$ are the three extreme points of $v_1(x) - v_2(x)$ and we can get $\beta_1 \leq \delta_2 \leq \beta_2$. Since the coefficient of four times polynomial about expression (7) is positive, the coefficient of cubic polynomial $v_1(k) - v_2(k)' = 0$ is positive and $\delta_3$ is the only extreme point and maximum value point. Therefore, the optimal solution $k^*$ of the problem $G2|p_{ij} = P_0 + ar, d_j = d|v_1v_2/L_{\text{max}}$ is certainly in closed interval $[\beta_1, \beta_2]$. $\square$

We have the following theorem from Theorem 1.

Theorem 2. Under the condition of expression (9), there is an optimal solution $k^*$ for the problem $G2|p_{ij} = P_0 + ar, d_j = d|v_1v_2/L_{\text{max}}$ and the result can be expressed as $k^* = \lceil \delta_2 \rceil$ or $\lfloor \delta_2 \rfloor$.

The optimal solution $k^*$ is as follows:

(I) If $\lceil \delta_2 \rceil \in [\beta_1, \beta_2]$ and $\lfloor \delta_2 \rfloor \notin [\beta_1, \beta_2]$, then $k^* = \lfloor \delta_2 \rfloor$;

(II) If $\lceil \delta_2 \rceil \in [\beta_1, \beta_2]$ and $\lfloor \delta_2 \rfloor \notin [\beta_1, \beta_2]$, then $k^* = \lceil \delta_2 \rceil$;

(III) If $\lfloor \delta_2 \rfloor \in [\beta_1, \beta_2]$ and $\lceil \delta_2 \rceil \notin [\beta_1, \beta_2]$,

then

\[ \begin{align*}
&\text{when } v_1(\lceil \delta_2 \rceil) \cdot v_2(\lceil \delta_2 \rceil) \leq v_1(\lfloor \delta_2 \rfloor) \cdot v_2(\lfloor \delta_2 \rfloor), \\
&k^* = \lceil \delta_2 \rceil; \\
&\text{when } v_1(\lceil \delta_2 \rceil) \cdot v_2(\lceil \delta_2 \rceil) \geq v_1(\lfloor \delta_2 \rfloor) \cdot v_2(\lfloor \delta_2 \rfloor), \\
&k^* = \lfloor \delta_2 \rfloor.
\end{align*} \]

Remark 3. The problem size is $O(1)$ and the optimai solution can also be found in a constant time $O(1)$.

Furthermore, we consider the following numerical example.

Example 4. For the problem $G2|p_{ij} = P_0 + ar, d_j = d|v_1v_2/L_{\text{max}}$, we assume that $P_0 = 1, a = 1, d = 11, b_1 = 2, b_2 = 3, e_1 = 11, e_2 = 10, n = 5$.

Solution. The two cooperative profit functions are

\[ \begin{align*}
v_1(k) &= \frac{a(b_1 - 1)}{2} \left[ k^2 + \left( 1 + \frac{2P_0}{a} \right) k + \frac{2(d - e_1)}{a(b_1 - 1)} \right] \\
&= \frac{1}{2} k^2 + \frac{3}{2} k, \\
v_2(k) &= \frac{a(b_2 - 1)}{2} \left[ k^2 - \left( 1 + 2n + \frac{2P_0}{a} \right) k \\
&+ \left[ n^2 + 2n + 2 \frac{P_0}{a} \right] \right] = k^2 - 13k + 41.
\end{align*} \]

We have $\Delta_1 = 9/4 > 0, \Delta_2 = 5 > 0, \alpha_1 = -3, \alpha_2 = 0, \alpha_3 = 5.382, and \alpha_4 = 7.618$. So we obtain $\beta_1 = [\alpha_2] + 1 = 1, \beta_2 = [\alpha_3] - 1 = 5$. Three roots to $v_1(k) - v_2(k)' = 0$ are $\delta_1 = -1.768, \delta_2 = 2.613, and \delta_3 = 6.656$, respectively. So we obtain $k^* = \lceil \delta_2 \rceil = 2$ or $k^* = \lceil \delta_2 \rceil = 3$. Because $v_1(2) \cdot v_2(2) = 94.978 < v_1(3) \cdot v_2(3) = 98.9604$, we have $k^* = 3$.

3.2. Problem $G2|p_{ij} = P_0 - ar, d_j = d|v_1v_2/L_{\text{max}}$. For the problem $G2|p_{ij} = P_0 - ar, d_j = d|v_1v_2/L_{\text{max}}$, we can calculate similarly the makespan for persons 1 and 2 by induction.

$C_n = kP_0 - (k(k + 1)/2)a$, which is a fixed constant for all permutations of the jobs.

$C_n = (n - k)P_2 - ((n - k)(n - k + 1)/2)a$, which is a fixed constant for all permutations of the jobs.

\[ \begin{align*}
L_1^\text{max} &= \max \left\{ C_j - d_j \mid j \in X_1 \right\} = \max \left\{ \frac{jP_0}{2} - \frac{j(j + 1)}{2} a - d_j \mid j \in X_1 \right\} \\
&= \frac{P_0}{2} - a - d, \\
&= \frac{d}{2} - kP_0 - \frac{k(k + 1)}{2} a - d, \\
&= \frac{d}{2} - kP_0 - \frac{k(k + 1)}{2} a - d, \\
L_2^\text{max} &= \max \left\{ C_j - d_j \mid j \in X_2 \right\} = (n - k)P_0 \\
&= (n - k)P_0 - \frac{(n - k)(n - k + 1)}{2} a - d.
\end{align*} \]

The profit functions are as follows.

\[ \begin{align*}
u_1(X_1) &= b_1 \sum_{j \in X_1} p_{ij} - \min L_1^\text{max} = b_1C_k - \min L_1^\text{max} \\
&= (b_1 - 1) \left[ kP_0 - \frac{k(k + 1)}{2} a \right] + d,
\end{align*} \]
\[ u_2(X_2) = b_2 \sum_{j \in E_2} p_{i,j} - \min \, \lambda_{\text{max}}^{2} \]
\[ = (b_2 - 1) \left[ (n - k)P_0 - \frac{(n-k)(n-k+1)a}{2} \right] + d. \]  
(12)

Since the profit functions have positive values, it should hold that \(b_2 > 1\), (i = 1, 2).

Thus, the two cooperative profit functions are the quadratic functions of positive integer \(k\) of the form

\[ v_1(k) = u_1(X_1) - e_1 = (b_1 - 1) \left[ kP_0 - \frac{k(k+1)}{2}a \right] + d - e_1 \]
\[ = a \left( \frac{b_1 - 1}{2} \right) \left[ k^2 - \frac{2P_0}{a} - 1 \right] k \]
\[ - \frac{2(\Delta - e_i)}{a(b_1 - 1)}, \]
\[ v_2(k) = u_2(X_2) - e_2 = (b_2 - 1) \left[ (n - k) P_0 \right] + d - e_2 \]
\[ = \frac{a \left( b_2 - 1 \right)}{2} \left[ k^2 - \left( 1 + 2n - \frac{2P_0}{a} \right) \right] k \]
\[ + \left[ n^2 - 2n + \frac{2P_0}{a} \right] \left( \frac{2(d - e_2)}{a(b_2 - 1)} \right). \]
(13)

Since the profit functions have positive values, it should hold that \(b_2 > 1\), (i = 1, 2).

When the discriminant \(\Delta_1 = (2P_0/a - 1)^2 + 8(d - e_i)/a(b_1 - 1)\) of \(v_1\) and the discriminant \(\Delta_2 = (2P_0/a - 1)^2 + 8(d - e_i)/a(b_2 - 1)\) of \(v_2\) are smaller than zero, we do not need to study this problem. So we only consider the solution when

\[ \Delta_i \geq 0, \]  
\[ e_i \geq 0, \]  
\[ b_i > 1, \quad (i = 1, 2), \]  
\[ 0 < a < \frac{P_0}{n}, \]  
\[ 1 \leq k \leq n - 1. \]  
(14)

Under the condition of \(\Delta_i \geq 0\), \(v_i(k)\) can be expressed as the following form:

\[ v_1(k) v_2(k) = \frac{a^2 (b_1 - 1) (b_2 - 1)}{4} (k - y_1)(k - y_2) \cdot (k - y_3)(k - y_4), \]
(15)

where

\[ y_1 = \frac{P_0}{a} - \frac{1}{2} - \sqrt{\left( \frac{P_0}{a} - \frac{1}{2} \right)^2 + \frac{2(d - e_1)}{a(b_1 - 1)}}, \]
\[ y_2 = \frac{P_0}{a} - \frac{1}{2} + \sqrt{\left( \frac{P_0}{a} - \frac{1}{2} \right)^2 + \frac{2(d - e_1)}{a(b_1 - 1)}}, \]
\[ y_3 = n + \frac{1}{2} - \frac{P_0}{a} + \sqrt{\left( \frac{P_0}{a} - \frac{1}{2} \right)^2 + \frac{2(d - e_2)}{a(b_2 - 1)}} \]
\[ y_4 = n + \frac{1}{2} - \frac{P_0}{a} - \sqrt{\left( \frac{P_0}{a} - \frac{1}{2} \right)^2 + \frac{2(d - e_2)}{a(b_2 - 1)}}. \]
(16)

In consideration of clear expression, we set \(y_3 = \frac{P_0}{a} - 1/2\), \(y_4 = n + 1/2 - P_0/a\).

**Theorem 5.** The sufficient and necessary condition for the problem \(G2|p_{i,j} = P_0 - ar, d_j = d|v_i v_2/L_{\text{max}}\) to have positive integer solution \(k\) is

\[ y_1 \leq \eta_{m}. \]  
(17)

Furthermore, if the problem has a solution, then the optimal solution \(k^*\) is certainly in closed interval \([\eta_1, \eta_{m}]\), where \(\eta_1 = \text{max}(y_1, y_2, \eta_2, \eta_3, \eta_4, \eta_5, \eta_6)\) and \(y_{m1} = \lfloor \eta_1 \rfloor + 1, \eta_{m2} = \lfloor \eta_2 \rfloor + 1, \eta_{m3} = \lfloor \eta_3 \rfloor + 1, \eta_{m4} = \lfloor \eta_4 \rfloor + 1, \eta_{m5} = \lfloor \eta_5 \rfloor + 1, \eta_{m6} = \lfloor \eta_6 \rfloor + 1\). \(\eta_1 \leq \eta_{m1} \leq \eta_{m2} \leq \eta_{m3} \leq \eta_{m4} \leq \eta_{m5} \leq \eta_{m6} \leq \eta_{m} \leq \eta_6 \leq \eta_5 \leq \eta_4 \leq \eta_3 \leq \eta_2 \leq \eta_1\).

**Proof.** If the problem has a solution, the two cooperative profit functions \(v_1\) and \(v_2\) must be of positive value. We have \(y_1 < k < y_2\) from \(v_1 \geq 0\). Since \(0 < a < \frac{P_0}{n}\), we have \(k < \frac{P_0}{a} - 1/2\); that is, \(k < y_3\). Then, we know \(y_3 < \eta_{m}\) through the comparing between \(y_2\) and \(y_3\). So we have \(y_3 < k < y_2\).

We get \(y_5 < k < y_4\) from \(v_5 > 0\). Because \(k - 1/2 - n = P_0/a < 0\), so we have \(k > y_5\). Since \(y_3 < y_5\), then we have \(y_5 < k < y_4\).

Thus, we obtain \(y_1 < k < y_5\) and \(y_5 < k < y_4\). Since \(1 \leq k \leq n - 1\) and \(k\) is a integer, so we set \(\eta_1 = \lfloor \eta_1 \rfloor + 1, \eta_2 = \lfloor \eta_2 \rfloor + 1, \eta_{m1} = \lfloor \eta_1 \rfloor - 1, \eta_{m2} = \lfloor \eta_2 \rfloor - 1, \eta_{m3} = \min(\eta_{m1}, \eta_{m2}), \eta_{m4} = \min(\eta_{m1}, \eta_{m2})\). Then we obtain \(0 \leq k < n - 1\), \(1 \leq k < n\), \(1 \leq y_4 < n, 1 \leq y_5 < y_4 < n, 1 \leq \eta_1 < n, 1 \leq k < n\) and \(\eta_1 < \eta_2 < n\) from the expressions of \(y_1, y_2, y_3, y_4, y_5, \) and \(\eta_2\). Hence, \(1 \leq \eta_1 \leq n - 1, 1 \leq \eta_2 \leq n - 1\). Therefore, the sufficient and necessary condition for the problem \(G2|p_{i,j} = P_0 - ar, d_j = d|v_1 v_2/L_{\text{max}}\) to have integer solution \(k\) is \(y_1 \leq \eta_{m}\). Similarly, we can prove that the optimal solution \(k^*\) is certainly in closed interval \([\eta_1, \eta_{m}]\).

We have the following Theorem 6 that is similar to Theorem 2. If we prove \(\xi_2 \in [\eta_1, \eta_{m}]\), we obtain that \(\xi_2\) is the only extreme point of \(v_1(x) \cdot v_2(x)\) in \([\eta_1, \eta_{m}]\) and it is also the maximum value point of \(v_1(x) \cdot v_2(x)\).

**Theorem 6.** Under the condition of expression (17), there is an optimal solution \(k^*\) for the problem \(G2|p_{i,j} = P_0 - ar, d_j = d|v_1 v_2/L_{\text{max}}\) and the result can be expressed as \(k^* = [\xi_2]\) or \([\xi_2]\). The optimal solution \(k^*\) is as follows:

- (1) If \([\xi_2] \in [\eta_1, \eta_{m}]\) and \([\xi_2] \notin [\eta_1, \eta_{m}]\), then \(k^* = [\xi_2]\);  
- (2) If \([\xi_2] \in [\eta_1, \eta_{m}]\) and \([\xi_2] \notin [\eta_1, \eta_{m}]\), then \(k^* = [\xi_2]\);
In this paper, we introduce an aging effect and a learning effect into the cooperative games on scheduling. Two persons have to cooperate in order to process a set of jobs. The objective is to maximize the utilization of their rational positive cooperative profits. We show that two scheduling problems $G_2|p_{ij}=p_0+ar,d_i=d|v_1v_2/L_{\text{max}}$ and $G_2|p_{ij}=p_0-ar,d_i=d|v_1v_2/L_{\text{max}}$ are polynomially solvable. The sufficient and necessary conditions for the problems to have positive integer solution are proposed.

For future research, it is interesting to extend the problems to involve other position-dependent processing times scheduling model. Another interesting future research direction is to analyze the problems with other objective functions such as minimizing the number of late jobs, the total weighted completion time, and tardiness.
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