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Self-propelled patrolling vehicles can patrol periodically in the designed area to ensure the safety like men do. The proposed vehicle cannot only save manpower, but also ensure the performance without mistakes caused by man. It is different from the traditional patrolling system which is limited by the manpower and the fixed camera positions. To improve such situation, this paper proposes a self-propelled patrolling vehicle which can move automatically to a wider range and record the monitored image by IPCAM within a predefined patrolling route. Besides, the user can use the mobile device or website to connect to the vehicle at anytime and anywhere and control it to move to the position to get the indoor image user wants. The position of self-propelled vehicles can be detected by the RFID reader as a feedback and be shown on the PC screen and smart phone. The recorded images can be also transmitted back to the server via WiFi system for face tracking and discriminating analysis. On the other hand, the self-propelled vehicle patrolling routes can be modified by the Android smart-phone remote-control module. When some defined events occur, the build-in MSN module will notice users by sending messages to PC and smart phone. Experimental results are given in the paper to validate its performance.

1. Introduction

As the incidents of theft grew more frequent, the applications of security systems are more popular than ever to prevent the damages caused by theft whether at home or elsewhere. The traditional security system gives some protection to the situation but still has some dead zone that cannot be monitored. Therefore, this paper proposes mobile security monitoring system to improve the security of traditional one. The comparison diagram between the proposed and traditional security system is shown as Figures 1 and 2. A self-propelled patrolling vehicle acts as a security patroller in the security system, which can monitor those dead zones of the traditional fixed surveillance system. The remote monitoring capabilities can also be enhanced by using the wireless network. And the face detection system is adapted to record and analyze the invaders [1–3]. No matter where the user is, he can monitor the indoor status by using network. There are also many literatures concerning about surveillance issue.

In [4], a surveillance security robot team had been developed combining with human recognition by using RFID. A LAN-based building surveillance robot was also proposed to secure the safety of a building [5]. Chen and Luo introduced the remote-control mobile robot via World Wide Web (WWW) [6]. And the proposed surveillance robot not only patrols the designed route automatically but also equips with the ability of face detection. By using the Internet, any invader will be noticed by the system via MSN or smart phone and furthermore control the patrol route of the surveillance vehicle.

OpenCV is an open source and cross-platform libraries, it can be used in most of the platforms such as the operating system of Linux and Windows [7]. OpenCV is developed by the Intel Corporation for image processing and providing interface to create pictures by C programming language and so on. It can be used to handle object tracking, face recognition, texture analysis, image file formats integrated with different matrix operations for the static image files,
With the proposed combined scheme of the paper, the security of indoor surveillance will be upgraded. The self-propelled vehicle will give more information than the traditional security system. Experimental results are also provided to validate the performance of the proposed system.

2. System Architecture

The proposed self-propelled monitoring and surveillance vehicle can be divided into the following parts: wireless IPCAM video capture system, face detection system, remote monitor and alarm transmitter system, RFID position detection systems, and cell phone monitoring and control system [11–13]. The diagram of system architecture is shown in Figure 3.

The self-propelled vehicle uses RFID technology to control the moving direction. RFID tag is installed in the right-hand side of the self-propelled vehicle. When the self-propelled vehicle moves to a predefined routing path installed with RFID reader, the RFID reader would detect the RFID tag and send the signals back to the server to show the detected position on the map to indicate the status of the self-propelled vehicle. Smartphone (Android) can also send control command through server to control the direction of self-propelled vehicle. Face detection subsystem uses the Intel's OpenCV library to detect face of the monitored place [14, 15]. There are two wireless IPCAMs mounted on the self-propelled vehicle to monitor the front and back of the vehicle for face detection. If a face was detected in the image file, the server would trigger the MSN robot to send warning message to the user [16, 17]. Users can use the PC, notebook, or smart phone to monitor the situation or drive the self-propelled vehicle to the spots where the users want it to be. The system description is shown as Table 1.

The server provides the remote monitor website system which is installed with Microsoft IIS and the ASP.NET web program. Users can use the PC, notebook, and smartphone to connect this website for monitoring the place via wireless IPCAM. The RFID position detection system as shown in Figure 4, the RFID tag, is mounted on the right-hand side of the self-propelled vehicle. By the detecting of tag, a predefined routing path can be traced. The detected information is also displayed on the map of the monitored place. The server would also send guidance control command to the self-propelled vehicle for the next position of the RFID reader.

The self-propelled vehicle is controlled through the WIFI module by receiving socket data from the server. The control center of the self-propelled vehicle is the DFRduino RoMeo 328 microcontroller [18]. The microcontroller receives control command through the socket data of the server to control the motion of self-propelled vehicle. Generally, the patrolling path of the self-propelled vehicle is predefined by installing the RFID tags in the proper positions as the predefined patrol route. If the warning message is detected, users can guide the self-propelled vehicle by remote control through smartphone as shown in Figure 5. If the RFID tags are not read in a time interval or the messages of RFID reader are not received by the server, then the system will notice

and the dynamic image processing of IPCAM [8]. In this paper, OpenCV technology is used for face detection. RFID system identifies the object by using the radio frequency technology to sense with small IC chip attached on the object [9, 10]. In this way, RFID system can be used to track object by processing of a noncontact, short-range automatic identification technology. The RFID system is adopted in the proposed scheme, system components including tags, reader, and the host computer. Tag is a data storage device; the Reader reads information from the Tag. The reader reads the data and sends to the host computer for further processing. When sensing the radio waves emitted by the reader, the tag will produce a “magnetic induction” to trigger the RF transmitter module to send the built-in EEPROM information back to the reader. The reader is transmitted the information to host computer through the RS-232, or USB interface. There are two kinds of RFID tags such as active and passive. The passive type is chosen in the proposed scheme.
the user to take actions to increase the reliability of the overall system.

3. The Hardware Architecture of the Vehicle

Figure 6 shows the hardware architecture of the self-propelled vehicle. As previously mentioned, the microcontroller of the self-propelled vehicle is DFRduino RoMeo 328. There are 14 sets of digital I/O interface (including 6 sets of PWM output), 8 sets of emulating analog I/O interfaces, 2 pairs of DC motor drives, and 6 input buttons in the Atmega168 based microcontroller.

The bottom layer of the self-propelled vehicle including four 3V DC motors, DFRduino RoMeo 328 microcontroller, WiFi module, RFID tag, and charger interface is shown as Figure 7. When the self-propelled is going to run out of power, it would detect the position of charger and go to it automatically for charging. The WiFi module receives the control command from the server or smartphone. The RFID tag in the self-propelled vehicle is used to detect its own position in the routing path and display the position of the self-propelled vehicle on the server.

The first layer of the self-propelled vehicle is the electricity detection PCB and power supply module as shown in Figure 8. The power supply module used the 12V battery to provide the power for two D-LINK wireless IPCAM(5V 1.2A) and the DFRduino RoMeo 328 microcontroller(12V). The electricity detection PCB is to detect the battery status to show the result by displaying the LED in red/green light.

The second layer of the self-propelled vehicle is the battery, PCB, and two D-LINK wireless IPCAM as shown in Figure 9. The regulator mounted on PCB should guarantee the steady output power of 12V. Therefore, the regulator on PCB can prevent the power from the charger to damage components in the self-propelled vehicle.

The third layer of the self-propelled vehicle is simply the solar panel. The realized implementation of self-propelled vehicle is shown as Figure 10. The vehicle equips with $4 \times 3$ V DC motors which are controlled by the control module DFRduino Romeo 328 for driving the robot and
Figure 5: Smartphone control system.

Figure 6: The hardware architecture of the self-propelled vehicle.

Figure 7: The sketch of bottom layer.

Figure 8: The sketch of first layer.
Figure 9: The sketch of second layer.

Figure 10: The implementation of the self-propelled vehicle.

Figure 11: Display result of local wireless IPCAM (left: front; right: rear).

Table 1: Subsystem functional description.

<table>
<thead>
<tr>
<th>Subsystem</th>
<th>Function description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wireless IPCAM video capture system</td>
<td>Accordance to the temporary path provided by the manufacturer to capture the pictures through wireless IPCAM and convert into image files</td>
</tr>
<tr>
<td>Face detection system</td>
<td>Face detection for each captured image files</td>
</tr>
<tr>
<td>Remote monitor and alarm transmitter system</td>
<td>Transmit warning message to user through MSN robot</td>
</tr>
<tr>
<td>Remote monitor website system</td>
<td>Remote monitoring function of watching the indoor status, self-propelled vehicle, and the newest detected face</td>
</tr>
<tr>
<td>RFID position detection systems</td>
<td>Reading the RFID tag of self-propelled vehicle and displaying the car position by the installed RFID reader; these information is recorded in the server database</td>
</tr>
<tr>
<td>Self-propelled vehicle</td>
<td>The server controls self-propelled vehicles through the wireless network</td>
</tr>
<tr>
<td>Smartphone monitoring and control system</td>
<td>Remote controls self-propelled vehicles and monitors the images of wireless IPCAM by the Android mobile phone</td>
</tr>
</tbody>
</table>
a power supply of a 12 V battery. Its approximate size is 200 × 160 × 450 mm with IPCAM.

4. Experimental Results

The wireless IPCAM mounted on the self-propelled vehicle should be specified IP by log in the account and password provided by the manufacturer. When the self-propelled vehicle is patrolling, the picture would be captured and stored in the image files in the temporary memory of the IPCAM, respectively. The server then gets the image files via WiFi system and shows them on the display as shown in Figure 11.

Figure 12 shows the face detection application program implements by JNI provided by OpenCV [14]. There are 100 pictures used to test the face detection. Bigger size of the search window would increase the failure rate of face detection. The resolution of the picture is also another reason
for face detection. The higher resolution would increase successful rate of face detection. The test environment is indoor, light source is fluorescent light, and input file of image resolution is 320×200. The test result shows that when the left/right angle of face and IPCAM is greater than 30 degrees, the face detection method cannot detect any face.

When the down angle of face and IPCAM is greater than 15 degrees and the up angle of face and IPCAM is greater than 30 degrees, then the face detection method cannot normally work. As the distance between image and IPCAM would also influence the resolution of face detection, 2.25 meter is the maximal distance. If the resolution is increased to 640×480, the maximal distance between image and IPCAM is 4.2 meter. Figure 15 is the test result of the limitations shown in Table 2 with the testing process shown in Figure 13.

When a face is detected, the MSN system will notify the user by sending messages by MSN as shown in Figure 14. Because the vehicle is moving with front and rear IPCAM, the restriction of face detection may expand to a wider range in reality. A modified program is given to notify the user if any moving object is detected that will increase the reliability of the system.

Table 2: The distance and image limit of face detection.

<table>
<thead>
<tr>
<th>Image size</th>
<th>Distance between face and IPCAM</th>
<th>Limit of face up angle</th>
<th>Limit of face down angle</th>
<th>Limit of face turn left angle</th>
<th>Limit of face turn right angle</th>
</tr>
</thead>
<tbody>
<tr>
<td>640×480</td>
<td>&lt;4.20 m</td>
<td>30°</td>
<td>15°</td>
<td>30°</td>
<td>30°</td>
</tr>
<tr>
<td>320×240</td>
<td>&lt;2.25 m</td>
<td>30°</td>
<td>15°</td>
<td>30°</td>
<td>30°</td>
</tr>
</tbody>
</table>
The position of self-propelled vehicle

(a) The display on monitor

(b) The display on smartphone

Figure 16: The position of the self-propelled vehicle.

The tag of self-propelled patrol vehicle would be detected by different RFID readers mounted on the patrolling path to guide the vehicle. As the self-propelled vehicle being detected by the RFID reader, this information would be sent to server that records the time and position simultaneously. And the position of the vehicle will be marked on the map and displayed on the monitor or smartphone as shown in Figures 16(a) and 16(b), respectively.
5. Conclusion

The proposed system is implemented on a PC server, self-propelled vehicle, and some small smart systems via networks to provide the functions of surveillance and remote control. The proposed surveillance robot using RFID technique to guide the vehicle cruising according to the pre-defined route. A face detection technique is adopted in this paper by using IPCAM to find out the invader. The WIFI is also applied here to not only transmit the messages from RFID reader and IPCAM or the warning messages to user but also send the remote control signals to the vehicle if necessary. To summarize the proposed system, there are some points that can be addressed as follows:

(i) the wireless IPCAM being equipped within a mobile vehicle to obtain wider range of monitoring;

(ii) the warning message can be back to the security center and/or the user by MSN and/or smart phone;

(iii) face detection technique is adopted in the proposed system to identify the invader;

(iv) the self-propelled vehicle can be navigated by MSN and/or smart phone if necessary and displayed its position by RFID readers mounted on the patrolling route;

(v) the self-propelled vehicle can automatically charge itself as the battery low being detected.

The proposed indoor security system is developed with some proper design described in the previous section. With experimental results, the feasibility of the proposed scheme is validated.
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