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UAVs, Unmanned Aerial Vehicles, have gained significant attention recently, due to the increasingly growing range of applications. Most UAVs use radio frequency transmission to communicate with the ground station to receive commands and send data. However, this model of communication restricts the user to being in specific locations and limits missions to narrow areas. This paper proposes a Cloud Computing (CC) integration where the UAVs become part of the cloud infrastructure and can be accessed ubiquitously. This concept is similar to the Internet of Things (IoT) where smart objects are connected to the Internet and are given unique identification. Moreover, to provide an appropriate way of communication, UAV resources are developed as web services. They provide their resources and services through a uniform interface using the RESTful HTTP architecture. This concept is relevant to the Web of Things (WoT) that provides smart objects with interfaces to be accessed through the World Wide Web (WWW). However, in UAVs, not only the web services are computational services but they are also physical elements affecting and affected by the real world environment.

1. Introduction

Unmanned Aerial Vehicles (UAVs), aircraft without human pilots on board, have developed rapidly. They are used not only in military missions but also in civil applications. UAVs can be very useful in many applications like agriculture, search and rescue, security and surveillance, environmental monitoring, large infrastructure monitoring, and terrain mapping. Some UAV applications involve multiple UAVs working together to quickly achieve a specific task. However, building applications that will effectively and concurrently operate multiple UAVs and utilize them for a certain problem area requires a huge number of man hours in design, development, and testing [1]. This is mainly due to the lack of technologies that can be utilized to effectively coordinate the operations and facilitate the cooperation of multiple UAVs.

As they need to rely on some form of radio frequency communication, UAV applications need to establish direct links among themselves and with the ground station(s). These communication links can be point-to-point wireless links or multihop wireless links going through other intermediate nodes such as other UAVs or ground communication stations [2]. However, this peer to peer communication is not suitable for many of the UAVs dynamic distributed and heterogeneous environments. It restricts the location of the ground station to the mission’s location and requires UAVs to be in direct line of sight of the ground station or available communication hubs to maintain communication and control. In addition, the control and monitoring of UAV applications become more complicated and limited to specific devices that UAVs are connected to.

Our approach integrates UAVs with the CC paradigm. CC has been expanded not only for computers and mobile devices but also for embedded systems [3]. Smart objects such as sensors, actuators, and embedded devices are connected to the Internet through the IoT architecture [4]. The main focus of IoT is establishing network connectivity between smart objects and the Internet. While the Web of Things (WoT) builds the application layer on top of the network [5], accordingly, the web tools and protocols can be used for
developing and interacting with these objects. Similarly, UAVs have embedded systems that conform to the concept of IoT and WoT such that they can be connected to the Internet to be accessed and monitored through the web. For example, a client application can monitor the mission progress as well as the status and location of each UAV through a web browser. Moreover, it enables access to the UAVs' resources such as cameras, sensors, and actuators using web service requests.

This paper continues our previous work [6], where we proposed the general framework of collaborative UAVs through CC. UAVs offer their capabilities as services to be accessed and requested as cloud services. Here we focus on monitoring UAVs' resources for autonomous UAVs. The main contributions of this paper are the following:

(i) Connecting UAVs to the Internet to be a part of the cloud infrastructure following the concept of WoT.
(ii) Providing UAVs resources and capabilities through RESTful web servers' uniform interface.
(iii) Specifying the server side and the client side roles of integrating UAVs to the cloud.

The paper is organized as follows. Section 2 offers background information on earlier efforts to integrate UAVs to the cloud and about the IoT and WoT. Section 3 introduces the Resource-Oriented Architecture (ROA) describing the UAVs resources and services and presenting the RESTful architecture used for UAVs resources interface. Section 4 describes the integration of UAVs with the cloud and the client-server web architecture. The opportunities and considerations of integrating UAVs to the cloud are presented in Section 5. Section 6 illustrates the implementation of the proposed architecture and Section 7 concludes the paper.

2. Background

2.1. UAVs and the Cloud. There are some research efforts aiming to provide ways to connect UAVs and the cloud. Lin et al. proposed connecting a UAV to cloud services such as Google Earth [7]. This was done using an Android-based smartphone that provides its data to a MySQL database. The user accesses the UAV information in the database using a web browser. UAVs are controlled using a specific flight plan defined through a waypoint in the database. Then the mission is followed using Google Earth software. The authors demonstrated the system for a single UAV. However, they did not cover its use for multiple UAVs and their communication among each other. In addition, monitoring and controlling the UAVs through a database is generally an inappropriate architecture as it lacks the ability to offer real-time responses.

Another proposed approach is following the Service-Oriented Architecture (SOA) [8] as described in [9]. Here, four prototypes were developed using SOA and smartphones. The communication was supported using the SOAP/XML (Simple Object Access Protocol and Extensible Markup Language) format. The model made it possible to integrate some functions between the UAV and cloud services. However, this approach showed an overload of exchanged messages as well as high complexity in transmission. Furthermore, the video exploitation tool is another example of SOA applications for UAVs [10]. It allows the user to choose the Region of Interest (RoI) to view the UAV path as well as the video footprint on a map. The framework stores files that can be referenced using the exploitation services via SOAP documents. Here as well, the communication generates high traffic and it may not always be possible to achieve real-time interactions.

2.2. IoT and WoT. Some efforts have also been vested in IoT and WoT aiming to connect devices and embedded systems to the Internet and build applications for the client to use them. For example, [11] proposed the REST architecture by defining an object as a server that provides its resources in a Resource-Oriented Architecture. Guinard et al. used the web tools as a solution for the WoT. In [12] they proposed two methods for accessing objects. First, they connected devices for measuring power consumption to a smart gateway. It is a web server that provides its resources for the clients to monitor and control electrical devices. This architecture allows the smart gateway to calculate the overall consumption of all devices connected to it. Second, the authors provided direct access to wireless sensor networks. This allows client applications to access each sensor node in the network using a uniform interface in a way similar to accessing a web server.

There are different architectures for web services on the cloud. First, in the standardized WS* web service architecture, the client requests and service response objects are encapsulated using SOAP and transmitted using XML. Second, the Representational State Transfer (RESTful) architecture is a web service architecture that identifies resources through a uniform interface using Uniform Resource Identifiers (URIs) and Hypertext Transfer Protocol (HTTP) service interface. The resources are represented in different media types, such as Hyper Text Markup Language (HTML) and JavaScript Object Notation (JSON).

Guinard et al. [13] compared the two approaches (the standard WS* web services and the RESTful web services) for the WoT. They found that the SOAP architecture is a complicated approach. Although it is suitable for digital services with emphasis on business architecture, it is not suitable for the physical world. In addition, it requires high computing power, bandwidth, and storage. On the other hand, the RESTful architecture is a reusable and loosely coupled set of web services. Moreover, it is easier to learn and use. Furthermore, the authors recommended the use of RESTful web service for the WoT rather than the standard WS* web server unless the application has advanced security and quality of service requirements. As a result, we selected the RESTful architecture to integrate UAVs with the web. Due to the limited capabilities and resources of UAVs such as energy level and processing power, a simple lightweight web service architecture such as RESTful is more suitable than the heavyweight complex web service like the WS*.

3. A Resource-Oriented Architecture for UAVs

Integrating UAVs with the cloud means that the UAV and its resources will be available through client applications in a ubiquitous manner. The client could be either a human using
web browser and applications or a UAV accessing another one's resources. Therefore, the most important step is to identify the resources and services that should be made available to the clients. This is done by defining the HTTP interaction of the RESTful API, URI, operations, and messages for each resource.

3.1. UAVs Resources and Services. UAVs resources are assets/devices that the UAV has and can benefit from. The system monitors the status and condition of the UAV resources. These resources could provide services and functionality for the users or other UAVs. UAVs define their resources and services that vary from one to another due to the heterogeneity of UAVs. Each UAV should have uniform interfaces to enable the client to do the following:

(i) Monitoring the UAV itself: this involves monitoring the UAV's status (i.e., whether it is idle or on a mission), the current status of its storage, flight conditions, direction and orientation, speed, energy level, current position coordinates, altitude, and latitude and longitude values.

(ii) Accessing the UAV resources: this usually involves issuing requests to collect some information such as sensors readings, radar data, camera images or videos, thermal camera images, and time of day information. Services offering this type of information may require some input such as specifying the time, location, or size of data requested. Other services may also generate some form of action by the UAV or the devices on board. For example, a client request may lead the UAV to change flight direction or altitude, request pictures or video to be taken, activate devices such as sprayers or sensors, or start activities onboard the UAV. These services usually require some parameters such as what to do, when, how long, or where.

(iii) Monitoring the UAV resources' status: this involves keeping track of the different resources on board such as finding out if a certain resource is available, currently in use, or damaged. Another example is determining the remaining amount of fuel during a mission.

3.2. RESTful Architecture. The central concept of RESTful [14] is that a resource is any component worth being uniquely identified and linked to the WoT. RESTful is described as follows:

(i) Resource identification: the URI identifies the resources of each UAV.

(ii) Uniform interface: resources are available for interaction through uniform interfaces with well-identified interaction semantic, which is HTTP that has a set of operations to optimize interactions with the resources.

(iii) Self-describing message: along with the HTTP interactions, the client and server exchange messages in an agreed-upon format. In machine-oriented services, there are two media types supported by HTTP, XML and JSON. The JSON format has gained widespread support for embedded systems due to its readability for both humans and machines; it is also lightweight and can be directly parsed to JavaScript compared to XML.

(iv) Stateless interactions: the server does not hold previous interaction information that affects the following requests. Therefore, each request contains all the information needed to correctly satisfy it. The request information is contained in HTTP using a self-describing message by the JSON object.

3.3. RESTful HTTP Components. A resource is accessed through an HTTP interface. The following are the three particular parts of this interface: operations, content negotiation, and status codes.

(i) Operations. The RESTful HTTP has four operations: GET, POST, PUT, and DELETE. In UAVs, the GET operation is used to retrieve the representation of a resource. For example, GET with the resource URI can be used to retrieve the current energy level of a UAV or the status of the camera on board. Moreover, in UAVs, the POST operation is used to request a service and provide the required parameters if any are needed, for example, requesting a camera on board the UAV to take pictures at a certain location. In this case, the camera resource has a URI operation (i.e., POST) and the body request is the specified location to capture the pictures. There is also the DELETE operation, which is used to stop a UAV's task or remove it from the mission.

(ii) Content Negotiation. The negotiation between a client and a server is built into the HTTP request. It represents the exchanged messages in an agreed-upon manner to represent the needed resource information. The header supports both JSON (application/json; q = 1) and XML (application/xml; q = 0.5). These media types are specified in the Content-Type of the HTTP response. It is agreed that JSON has widespread support; therefore, the HTTP header in a UAV is set to Content-Type: application/json.

(iii) Status Codes. The statuses of responses have standardized status codes in HTTP. These are well known to the client to represent the status of a request. For example, a return code of 200 to the client represents the success of the request. On the other hand, a return code 400 means that the request does not follow the server request rules.

4. UAVs as Part of the Cloud Infrastructure

By connecting UAVs to the Internet, they become part of the cloud infrastructure. Each UAV is considered a web server having a set of resources and services to offer. Most UAVs support Wi-Fi connections; as a result, a UAV will have a unique identifier over the Internet. When properly identified,
the UAVs’ resources become available to the web through the RESTful Application Programming Interface (APIs).

One of the considerations in integrating UAVs with the cloud is the distribution of UAVs and their scalability and ability to offer their services and resources through the APIs. The RESTful architecture supports loosely coupled services. Therefore, using it for UAVs is the most effective solution because it is lightweight for embedded systems; it supports loosely coupled services, high usability, and flexibility; and it is a trendy technology for web services.

4.1. UAVs as Cloud Infrastructure. Integrating UAVs with the cloud makes the UAVs a part of the cloud. As a result, the cloud infrastructure is composed of the powerful servers provided by the cloud for services and computations as well as UAVs being servers offering resources and services to interact with the physical world. The web architecture is a client-server architecture, where the UAV is the back-end server that provides its service and resources on the environment, while the front-end side is the client side application that monitors and accesses these resources through standardized protocols regardless of the programming language used on either side (see Figure 1). UAV services can be written in different languages that support web services such as Node.js, Ruby and rails, python, or PHP, while the client application can be written in JavaScript, HTML5, or Java to name a few. The variety of programming languages for the UAV side and the application side overcomes the limitations of the embedded systems programing languages that restrict the developer with a certain programming language.

To develop the UAV server side, it is necessary to make the UAV’s object representation of its information as well as its resources and services. The UAV representation is a JSON object that could be easily parsed into JavaScript and also readable for humans. For example, each UAV is given a unique identifier and a name. Then, it holds its current parameters such as energy level, location coordinates, and operational status. Moreover, each UAV identifies its service object representation including the service ID, name, status, value, and requester. For instance, one can retrieve the UAV’s information by requesting the UAV’s URI using GET:

```
GET http://.../UAV_info
```

It returns the following response:

```
HTTP/1.1 200 OK
```

Content-Type: application/json

```
{ "id": 1, "Name": "uav1", "services": ["camera", "temperature"], "energy level": 85, "status": "available", "orientation": 61.5, "location": ["latitude": 36.872, "longitude": 140.0704, "altitude": 260] }
```

However, giving a specific attribute will return a JSON object of that attribute like in the following URI using GET:

```
GET http://.../UAV/status
```

Returns the status of the UAV as JSON object:

```
HTTP/1.1 200 OK
Content-Type: application/json

{ "status": "available" }
```

Similarly, requesting a GET to a service URI;

```
GET http://.../UAV/services/temperature
```

Returns a JSON object of the temperature resource under the services resource of UAV;

```
HTTP/1.1 200 OK
Content-Type: application/json

{ "id": 2, "name": "temperature", "status": "available", "value": 28.5 }
```

Requesting a service requires a header and body of the POST request, for example, requesting the temperature sensor for a specific location using POST,

```
POST http://.../UAV/services/temperature with the JSON body of the request is defined as:

{ "location": ["latitude": 12.8145, "longitude": 45.64827, "altitude": 87.91] }
```

Returns the JSON object with the new values:

```
HTTP/1.1 200 OK
Content-Type: application/json

{ "id": 2, "name": "temperature", "status": "available", "value": 30 }
```

However, if the UAV service is requested by another client or it is unavailable during that request it returns:

```
HTTP/1.1 200 OK
```
These URIs are expressive and present their meaning for human interpretation. In addition, the retrieved JSON object is easy to parse into JavaScript. Note that for the previous examples the returned status code is 200 that represents a successful request. Moreover, Content-Type: application/json indicates that the client accepts messages that are in JSON object format. The received JSON message could be then represented in the browser for the user in an HTML file. RESTful URIs of resources are considered a tree representation not just a string of a URI. This means that a temperature is a resource of services of the UAV resource. Moreover, these resources and services are accessed not only by the users but also by other UAVs. This allows each UAV to offer its resources and services to other UAVs through these uniform interfaces. This access among UAVs enables the implementation of collaborative UAVs applications.

When the UAV receives the request through the communication subsystem (i.e., Wi-Fi or 3G/4G), the request is then passed to the onboard computer to be interpreted to the requested UAV API. In case the service is requested for a certain location, the control subsystem gets the specified location and navigates to it. When the location is reached, the control subsystem informs the onboard computer. After that, the onboard computer sends the command to the requested resource which accordingly performs the service and returns the result. Finally, it marshals the return message so that the communication subsystem sends it as shown in Figure 2.

4.2. UAV Application Side. The front-end application is on the client side and it is what the client uses to access services and receive responses. It is deployed to connect to the cloud and interacts with the UAVs’ back-end servers using RESTful.

The application has a user-friendly interface designed mostly for web browsers. This interface provides users with the ability to monitor and access the UAVs’ resources easily (e.g., see Figures 3 and 4 for an application’s user interface on a browser).

As a result of the loosely coupled RESTful architecture, the application layer is built easily on top of the web services. Therefore, different applications could be built for the same UAVs using their uniform interfaces without modifying the server side. This is also useful for offering UAVs as services for multiple client applications with varying missions. Each application needs to know the uniform interfaces of the UAVs’ resources to easily request them using the agreed-upon format and get the results through a user-friendly interface. There are two main designs for the front-end applications for monitoring and accessing resources [15] as shown in Table 1.

Table 1: A comparison between pull model and push model for requests and data exchange.

<table>
<thead>
<tr>
<th>Pull (AJAX)</th>
<th>Push (Comet)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sends requests frequently to the server</td>
<td>Sends the data when an event occurs</td>
</tr>
<tr>
<td>Client workload</td>
<td>Server workload</td>
</tr>
<tr>
<td>Suitable for requesting the current value</td>
<td>Suitable for getting notifications</td>
</tr>
<tr>
<td>Suitable for monitoring slow/continuous changes</td>
<td>of event occurrence</td>
</tr>
<tr>
<td>Fast changes require low time intervals</td>
<td>Suitable for monitoring sudden/intermittent changes</td>
</tr>
<tr>
<td></td>
<td>Requires client subscription to an event</td>
</tr>
</tbody>
</table>

(i) AJAX Model. Asynchronous JavaScript and XML (AJAX) has proven to be a good way of transferring some of the server workload to the client. In this
model the application content is refreshed automatically without refreshing the whole page. AJAX reduces web traffic because dynamic contents are only semantic information interpreted by the client. The workload is deported from the web server to the browser. In this model the client pulls data from the UAVs. This is suitable for the limited capabilities of UAVs; therefore the load is on the client side.

(ii) Comet Model. Here the server pushes the data to the client when an event occurs. Although this model seems suitable for monitoring, it suffers from two main limitations. First, it is built using the classical web content generator, thus not allowing request handles. Second, the UAVs have to store information of each client listening to the events. As a result, this model puts the load on the server, thus straining its
already limited resources and restricting the application to a limited number of clients that the server can identify.

5. Opportunities and Considerations

When considering the integration of UAVs as services and/or service providers in the cloud, several issues need to be considered and carefully addressed.

5.1. Opportunities. There are many opportunities that Cloud Computing opens to collaborative UAVs. The ubiquitous property of Cloud Computing allows users to monitor the UAVs and use the platform from anywhere at any time. In addition, as the cloud has a huge infrastructure of processing power, most UAV data computations could be made on the cloud rather than the UAVs, which reduces the UAV consumption of power. Moreover, Cloud Computing provides large and scalable storage services that can be used rather than the limited UAV storage. As a result, storing data on the cloud increases reliability by ensuring data back-up, thus offering access to previous log data even when the UAV is out of service. Furthermore, Cloud Computing provides ubiquitous services such as Google Earth 3D maps and computations that can be integrated with the UAV services to develop larger, more versatile, and more efficient applications.

The cloud uses web service APIs and standardized communication protocols to request services and exchange data. Therefore, heterogeneous UAVs can use these standards regardless of their operating systems and commands. The standardized protocols make the development easier for building heterogeneous UAVs in different programming languages that are used in web applications. Not only that but also the standardized protocols afford the ability to integrate other nodes and components that use the same standards as the UAV application such as ground nodes and sensor networks. Furthermore, adding more UAVs or resources is easier by registering these UAVs to the platform as plug-and-play, so that UAVs are attached to the mission at run time. Additionally, the web service architectures support reusability so that the UAV resources are used for different applications according to their availability. In addition, the users do not have to own the UAVs but only use them as services. This decreases the cost for users and open huge business opportunities for utilizing UAVs as services where they are provided. Another advantage is that UAVs resources are pooled so they can be used by multiple users.

5.2. Considerations. UAVs have limited capabilities in memory, processor, and energy; therefore, they require a lightweight software and web services that do not heavily consume their resources. UAVs should be developed following the platform web service APIs to ensure the communication ability between UAVs and the platform. Moreover, UAVs’ locations play an important role in task operations such as capturing specific areas. UAVs require an efficient method to allocate their positions with minimum power consumption, for example, the trade-off between GPS and Wi-Fi triangulation.

The availability of some services depends on some contexts such as the UAVs’ locations, energy levels, or specific sensor readings. Therefore, if a UAV is currently near the mission location, it is preferable to choose it rather than a similar UAV which is far from the specified location. Moreover, UAV flight control algorithms should be provided for real-time execution and path planning management as well as collision avoidance. Internet connection reliability is another important consideration. UAVs require continuous connectivity to the cloud so that they can access the cloud and their resources to be invoked through their APIs. The assumption of a reliable connection is valid for operations in city areas such as smart cities. Otherwise, the operation location should be provided with connection infrastructure for the UAV operation. Besides, the services provided by the UAVs are real world services; thus they sense and affect the physical environment. UAV services that make changes in the environment such as spraying should be managed carefully; that is, these services should not be duplicated over the same area. In case of a repeated request, there should be approval or acknowledgment before performing the service.

6. Implementation

The proposed Cloud Computing framework was implemented in real Arduino hardware and requester software to illustrate the resources and service APIs for UAVs.

First, the hardware: the UAV was built using the Arduino board (http://www.arduino.cc/) which is open source hardware for embedded systems. For this research, the Arduino was implemented as the UAV payload subsystem that is onboard device for resources and services, and then sensors were connected to the Arduino such as DHT11 (https://github.com/adafruit/DHT-sensor-library) sensor for temperature and humidity, ultrasonic for distance measurements. In addition, a buzz and some LEDs were attached to represent actuators as shown in Figure 5. Moreover, for the Internet connectivity, an Adafruit CC3000 Wi-Fi board (https://www.adafruit.com/products/1469) was used to connect the Arduino to the Internet and get an IP address. The Arduino was developed using the Arduino software (http://arduino.cc/en/main/software) in C language with the Adafruit CC3000 library (https://github.com/adafruit/Adafruit_CC3000_Library) to read the requests. Each resource was implemented with a RESTful API.

The UAV resources were implemented for four UAVs. Each one has different resources, IP address, and RESTful APIs. However, UAVs that have a similar resource define their API interface in the same way. For simplicity, only GET method was used for the implementation. The implemented UAV resources and services are summarized in Table 2. The implemented system was tested using the Postman Chrome extension (https://www.getpostman.com/docs/requests) for each device and resource. The test focuses on the pull data model of HTTP requests. The test begins with testing the UAV resource APIs, by requesting the UAV RESTful HTTP by its address, URI, and operation for each resource. The UAV got the request, defined the service, performed it according to its
Table 2: Implemented UAVs resources and their interfaces.

| UAV1        | /temp           | Gets the temperature from the DHT sensor |
|            | /humidity       | Gets the humidity from the DHT sensor   |
| light/1    | LED turns on    |                                            |
| light/0    | LED turns off   |                                            |
| UAV2        | /lighting/1     | LED blinks on and off continuously with time interval of 200 ms |
|            | /lighting/0     | LED stops blinking                         |
| /spray/1   | Buzzer beeps continuously with time interval of 200 ms while decreasing the tank capacity |
| /spray/0   | Buzzer stops beeping                                  |
| /spray/tank| Returns the remaining tank capacity                    |
|            | /spray/tank/full| Refills the tank capacity to the maximum     |
| UAV3        | /temp           | Gets the temperature from the DHT sensor   |
|            | /humidity       | Gets the humidity from the DHT sensor   |
| lighting/1 | LED blinks on and off continuously with time interval of 200 ms |
| lighting/0 | LED stops blinking                         |
| UAV4        | /distance       | Returns the distance in centimeters from ultrasonic sensor |
| lighting/1 | LED blinks on and off continuously with time interval of 200 ms |
| lighting/0 | LED stops blinking                         |

Table 3: Response times for UAV resources access.

<table>
<thead>
<tr>
<th></th>
<th>/temp</th>
<th>/humidity</th>
<th>/light/1</th>
<th>/light/0</th>
<th>/lighting/1</th>
<th>/lighting/0</th>
<th>/spray/1</th>
<th>/spray/0</th>
<th>/spray/tank</th>
<th>/spray/tank/full</th>
</tr>
</thead>
<tbody>
<tr>
<td>Edogawa</td>
<td>460</td>
<td>475</td>
<td>571</td>
<td>440</td>
<td>458</td>
<td>460</td>
<td>466</td>
<td>465</td>
<td>450</td>
<td>435</td>
</tr>
<tr>
<td></td>
<td>440</td>
<td>465</td>
<td>450</td>
<td>435</td>
<td>440</td>
<td>437</td>
<td>419</td>
<td>432</td>
<td>433</td>
<td>429</td>
</tr>
<tr>
<td></td>
<td>190.1</td>
<td>178.7</td>
<td>170</td>
<td>160</td>
<td>180</td>
<td>170</td>
<td>185</td>
<td>246</td>
<td>184</td>
<td>170</td>
</tr>
<tr>
<td></td>
<td>167</td>
<td>166</td>
<td>162</td>
<td>199</td>
<td>188</td>
<td>161</td>
<td>166</td>
<td>205</td>
<td>205.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td>206.9</td>
<td>184</td>
<td>170</td>
<td>187</td>
<td>205.8</td>
<td>218</td>
<td>231</td>
<td>215</td>
<td>170</td>
<td></td>
</tr>
<tr>
<td></td>
<td>177.5</td>
<td>170</td>
<td>160</td>
<td>159</td>
<td>170</td>
<td>173</td>
<td>159</td>
<td>193</td>
<td>181</td>
<td></td>
</tr>
<tr>
<td></td>
<td>266.4</td>
<td>266.4</td>
<td>266.4</td>
<td>266.4</td>
<td>266.4</td>
<td>266.4</td>
<td>266.4</td>
<td>266.4</td>
<td>266.4</td>
<td></td>
</tr>
</tbody>
</table>

The response times were recorded ten times for each resource and the average was calculated as shown in Table 3 and Figure 6. The response time of requesting a UAV resource directly varies between 180 and 470 milliseconds with an average of 266 milliseconds. The variety of response time depends on the resource process; for example, the “LED on” resource is a simple digital output of LOW and HIGH, while the temperature sensor resource reads the analog voltage of the sensor pin, then converts it into voltage using a scale of 5, and then calculates the temperature value accordingly. This process requires more time compared to the digital output; therefore, the response time of the temperature request is higher than the response time of the LED. The implemented system was tested using the Postman Chrome extension (https://www.getpostman.com/docs/requests) for each device and resource. The test focuses on the pull data model of HTTP requests.

7. Conclusion

In this paper, we proposed a different way of monitoring and accessing UAVs’ resources and services through the cloud. The traditional peer to peer communication and radio frequency transmission suffer from many limitations such as limited range of communication and difficulty in programing and developing new applications depending on the UAV’s
language and commands. In addition, this approach does not support the heterogeneity of UAVs, where each UAV could have a different operating system and different command syntax and interfaces.

As a result, we proposed the Cloud Computing architecture to communicate with different UAVs, that is, a client-server architecture where the server provides its services to the client. However, in a UAV’s environment, a UAV does provide not only services but also resources information such as the UAV’s location and energy levels. This facilitates the monitoring task of multiple UAVs at the same time. The cloud supports two types of HTTP APIs.

One is the standardized SW∗ web service that is suitable for the digital services. It is considered unsuitable for the physical world and particularly for devices with limited resources. Also it is agreed that SOAP is heavyweight and difficult to learn. The other is the RESTful architecture which is a lightweight web service architecture and has numerous advantages such as its simplicity, ease of programming, being loosely coupled model of clients, and its readability for humans as well as the ease of parsing the JSON result into HTML or JavaScript.

These web services reside in the UAV’s back-end server, and then the application in the front-end side can monitor and access the resources on the UAVs. The application could be either an AJAX model or a Comet model. In the Comet model the server pushes the feeds to the client whenever a change happens. Although this model seems suitable for monitoring, it has some limitations such as the programming language that supports this model. In addition, it limits the number of clients allowed to access the resources to those registered on the UAV’s registry.

In the AJAX model, on the other hand, the client application receives the information of UAVs by refreshing the content without refreshing the page. This model transfers the load from the server side to the client side so that the client pulls the data from the server when needed. This model is suitable for UAVs because unlike traditional web servers, UAVs have very limited resources, while the client has much more resources and is capable of handling most of the required processing.

UAVs have a relatively well-defined set of services and models of access. However, building different applications that conform to how these services and devices interface is complex and involves huge efforts. Viewing UAVs as servers with well-defined services and resources accessible through a well-known set of interfaces helps resolve this issue. Therefore, integrating UAVs with the cloud offers several advantages and allows using the web tools for developing UAV servers and applications in a uniform manner. Accessing UAVs becomes as simple as accessing a web browser. Furthermore, it becomes more flexible and easier to build different applications that can take advantage of the services made available on the UAVs.
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