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Localization of autonomous underwater vehicles (AUVs) is a very important and challenging task for the AUVs applications. In long baseline underwater acoustic localization networks, the accuracy of single-way range measurements is the key factor for the precision of localization of AUVs, whether it is based on the way of time of arrival (TOA), time difference of arrival (TDOA), or angle of arrival (AOA). The single-way range measurements do not depend on water quality and can be taken from long distances; however, there are some limitations which exist in these measurements, such as the disturbance of the unknown current velocity and the outliers caused by sensors and errors of algorithm. To deal with these problems, an AUV self-localization algorithm based on particle swarm optimization (PSO) of outliers elimination is proposed, which improves the performance of angle of arrival (AOA) localization algorithm by taking account of effects of the current on the positioning accuracy and eliminating possible outliers during the localization process. Some simulation experiments are carried out to illustrate the performance of the proposed method compared with another localization algorithm.

1. Introduction

In a three-dimensional underwater environment, the problem of localization of autonomous underwater vehicles (AUVs) has been widely investigated in recent years, as they make it accessible to those untouchable areas for human beings and assist with complex and arduous underwater tasks, which has important theory and application value in various robotic applications, such as the underwater target detection [1], the underwater target tracking [2, 3], and underwater search and rescue missions [4, 5]. Localization is one of the key components that enable the autonomy of AUVs. AUVs need accurate localization for the accuracy of the gathered data. For a mobile robot to be truly autonomous, it needs to be able to operate and navigate without human intervention and in a nonspecialized environment [6, 7]. And thanks to the uncertainty and complexity of the underwater environment and technical restrictions, it is still challenging and needs more complementary researches that localize a moving AUV. Indeed, the research of robotic navigation in two-dimensional space has achieved great results and extended to the study of multirobot systems [8], while during underwater navigation, AUVs cannot rely on Global Navigation Satellite Systems (GNSSs) due to the attenuation of electromagnetic radiation in the water domain, and in the absence of specific positioning systems, they can exclusively rely on dead-reckoning techniques. As the latter approaches integrate noisy and biased measurements from Inertial Measurement Units (IMUs) and velocity sensors, they suffer from numerical drift that makes them usable only for relatively short periods [9]. And the inertial navigation system (INS) is also mostly applied on AUVs, but INS usually suffers from error accumulation.

Commercially available underwater positioning solutions are mainly based on acoustic devices that, through the measurement of the time of flight of acoustic signals, allow us to measure the ranges from source to receiving nodes. Acoustic localization system for AUVs mainly includes long baseline (LBL), short baseline (SBL), and ultra-short baseline (USBL). More recently, research efforts focused on position systems based on the use of range measurements to a single node with the aim of developing the solutions which is
simple, cheap, and easy to operate. Such approaches, known in the literature as single beacon localization [9], single range localization [10], or range-only localization [11], are based on the fusion of range measurements to the single source with information from AUV’s onboard sensors as Inertial Measurement Unit (IMU), Doppler Velocity Logger (DVL), and depth sensors.

However, time-synchronization is hard to achieve in underwater environment, which baffles the accuracy of ranging and leads to inaccuracy of localization. Sound speed uncertainty enlarges the inaccuracy of distance estimation. Long propagation delay of acoustic signals, the impact of AUV mobility, and the drift term caused by the water current are the urgent problems to be solved, which will affect the accuracy of underwater acoustic positioning. Moreover, the severe multipath property in underwater environment caused by the scattering from the seabed and water surface is also needed to be overcome. In LBL, AUV communicates with one or more transponders fixed on the seabed or the surface of the water to measure distance and achieve underwater acoustic localization; it can also be classified as time of arrival (TOA), time difference of arrival (TDOA), and angle of arrival (AOA) according to the specific positioning mode. TOA needs strict time-synchronization, which is energy-intensive and hard to achieve. Multiple-node cooperation in TDOA [12, 13] increases cost and is computationally complex. Moreover, the LBL multiple-array acoustic localization [14] based on multiple-sensor data fusion mostly adopts the above two or more methods, so as to acquire more accurate location estimation. However, the positioning algorithms based on data fusion are relatively complicated and take much time to calculate and fuse the results of different positioning methods; thus, practical application is not desirable in view of low-cost requirements.

As mentioned above, various improvements have been proposed to deal with the problems about underwater localization of AUVs. For example, Tan and Li [15] proposed a centralized algorithm to overcome the severe multipath property of the underwater environment. Cheng et al. [16] presented a TDOA-based localization scheme for stationary underwater acoustic sensor networks, which does not require time-synchronization among network nodes. Gao et al. [17] proposed the round-trip ranging (RTR) technology frustrated by the long propagation delay, the drift term of the water current, multipath property of the underwater environment, and AUVs’ mobility. And Li et al. [18] presented a self-localization algorithm with accurate sound travel time solution (SL-STTS) which solved the problem of time-synchronization and sound speed uncertainty; however, the drift term of the water current was ignored and the measurements of multiple sensors are not fully utilized.

In this paper, an improved single-way ranging localization approach based on PSO of outliers elimination is proposed. In the proposed approach, the problem of vehicle autonomous localization under complex underwater environment is fully considered and some solutions are presented in the following paragraphs, including the drift term caused by the current and the outliers from multiple-array acoustic localization caused by sensors. Finally, various experiments are conducted under different noise conditions for the vehicle autonomous localization. The results show the efficiency and affectivity of the proposed approach. The main contributions of this paper are summarized as follows. (1) The effect of the water current on the localization for AUV is fully taken into account and the relative analysis is carried out. (2) An outlier detection approach of multiple-array acoustic localization is proposed to eliminate the abnormal results of multiple localization combination.

This paper is organized as follows. Section 2 presents the improved SL-STTS-based method for the vehicle autonomous localization method. Section 3 presents a method for detecting and removing outliers from sensor in multiple-array acoustic localization. Performance evaluation of the proposed algorithms is presented in Section 4 through several simulations. Section 5 gives out some discussions on the robustness and fault tolerance of the proposed approach. Finally, the conclusions are given in Section 6.

2. Single-Way Ranging Localization

Considering the 3D AOA localization problem of the underwater vehicle in Figure 1, where the vehicle at an undetermined location \( R_i : (x_{R_i}, y_{R_i}, z_{R_i}) \) is to be located by communicating with acoustic transponders at the fixed inertial location \( S_i : (x_{i}, y_{i}, z_{i}), i = 1, 2, \ldots, N \) (where \( N \) is the number of the acoustic transponders), using the azimuth and elevation angles. Here, at least three transponders are required for 3D AOA vehicle localization. The orientation of the vehicle includes yaw and pitch angle (ignore the posture of the vehicle, so skip the roll angle). With no loss of generality, the vehicle and transponders are assumed to be at the Cartesian coordinate system. The vehicle velocity is given by a superposition of a drift term \( \nu_r \) and a controlled input term \( \nu_i \). For underwater vehicle, the velocity term \( \nu_r \) can be generated through a guidance controller exploiting an onboard navigation sensor as a Doppler velocity logger (DVL). The drift term \( \nu_r \) models a constant unknown water current. The vehicle is also equipped with a gyroscope and inclinometer for measuring its yaw angle and pitch angle and AOA antennas for measuring AOA of received acoustic signals. Similarly, the transponders are equipped with AOA antennas for measuring AOA of received acoustic signals. Conductivity-temperature-depth (CTD) instruments are preloaded onto the vehicle and transponders to help
2.1. Problem Formulation. As the vehicle transmits a sound signal at time instance \( t \), meanwhile, a timer starts. Assume that there are \( N \) (\( N \geq 3 \)) transponders detecting the sound signal from the vehicle. For transponder \( s_i \) after \( s_i \) receiving the sound signal at its local time \( t_{i1} \), it puts its number, the location, the sound speed measured by CTD [20], and the time instance \( t \), at its localtime \( t_{i1} \). Then the vehicle at time instance \( t \) measures the two-way travel time (TWTT) between transponders and AUV is considered in [18], which opposes case. The problem of the time is not synchronized between transponders and AUV is considered in [18], which measures the two-way travel time (TWTT) \( \Delta t_i \) based on transponder \( s_i \) with

\[
\Delta t_i = (t_{i1} - t) - (t_{i2} - t_{i1}).
\]

Assume the vehicle has moved from \( R_i \) to \( R_{i1} : (x_{R_{i1}}, y_{R_{i1}}, z_{R_{i1}}) \) when the vehicle receives \( \Phi_i \) as shown in Figure 2. For simplicity we assume \( v_i \) to be a constant in a short time, but \( v_f \) is unknown but bounded; thus, the traveling distance of the vehicle is calculated by

\[
D_{if} = (t_{i2} - t) \cdot (v_i + v_f).
\]

Define the OWTT of a signal traveling from the vehicle (at \( R_i \)) to transponder \( s_i \) as \( t_{if}^{TV} \), from transponder \( s_i \) to the vehicle as \( t_{if}^{TV} \). Because \( t_{if}^{TV} \) and \( t_{if}^{TV} \) may not be equal; thus, the TWTT model is redefined as follows:

\[
\Delta t_i = t_{if}^{TV} + t_{if}^{TV} = 2t_{if}^{TV} + \varepsilon_i,
\]

where \( \varepsilon_i = t_{if}^{TV} - t_{if}^{TV} \) denotes the difference between \( t_{if}^{TV} \) and \( t_{if}^{TV} \).

In Figure 2, let \( \alpha_i \) and \( \beta_i \), respectively, denote the angle between vectors \( R_i S_i \) and \( R_{i1} S_i \) and the angle between vectors \( R_i R_{i1} \) and \( S_i R_{i1} \). Define the elevation AOA and azimuth AOA of the received acoustic signal from vehicle as \( \chi_i \) and \( \gamma_i \) and the elevation AOA and azimuth AOA of the received acoustic signal from transponder \( s_i \) as \( \phi_i \) and \( \psi_i \), which are measured from the positive z-axis and x-axis by AOA antennas, respectively. Since in shallow water, the ray trace of sound can be treated as straight line [21], the values of direction cosine for \( R_i S_i \) along x-axis, y-axis, and z-axis are \( \sin \chi_i \cos \gamma_i, \sin \chi_i \sin \gamma_i, \) and \( \cos \chi_i \), respectively. And the values of direction cosine for \( S_i R_{i1} \) along x-axis, y-axis, and z-axis are \( \sin \phi_i \cos \psi_i, \sin \phi_i \sin \psi_i, \) and \( \cos \phi_i \), respectively [22].

The pitch angle \( \theta \) and yaw angle \( \psi \) of the vehicle can be measured by inclinometer and z-axis gyro. The only difference between the vehicle’s local coordinates and the global Cartesian coordinates is that \( z \)-axis is in the opposite direction of \( z \)-axis. Thus, in the global Cartesian coordinates, the pitch angle of vehicle is \( (\pi - \theta) \) and the yaw angle is still \( \psi \). The values of direction cosine for \( R_i R_{i1} \) along x-axis, y-axis, and z-axis are \( \sin(\pi - \theta) \cos \psi, \sin(\pi - \theta) \sin \psi, \) and \( \cos(\pi - \theta) \), respectively [18].

Define the unit vectors of \( \overrightarrow{R_i S_i}, \overrightarrow{S_i R_{i1}}, \) and \( \overrightarrow{R_i R_{i1}} \) as \( \mu, \lambda, \) and \( \kappa \), respectively. Then it can easily get their expression according to the angle measurements, resulting in the fact that the cosine value of angles \( \alpha_i \) and \( \beta_i \) can be solved by using their unit vectors as follows.

\[
\mu = (\sin \chi_i \cos \gamma_i, \sin \chi_i \sin \gamma_i, \cos \chi_i),
\]

\[
\lambda = (\sin \phi_i \cos \psi_i, \sin \phi_i \sin \psi_i, \cos \phi_i),
\]

\[
\kappa = (\sin(\pi - \theta) \cos \psi, \sin(\pi - \theta) \sin \psi, \cos(\pi - \theta)),
\]

\[
\cos \alpha_i = \frac{\overrightarrow{R_i S_i} \cdot \overrightarrow{R_i R_{i1}}}{|\overrightarrow{R_i S_i}| \cdot |\overrightarrow{R_i R_{i1}}|} = -\lambda \cdot \mu,
\]

\[
\cos \beta_i = \frac{\overrightarrow{S_i R_{i1}} \cdot \overrightarrow{R_i R_{i1}}}{|\overrightarrow{S_i R_{i1}}| \cdot |\overrightarrow{R_i R_{i1}}|} = \lambda \cdot \kappa.
\]

It can be observed that \( \alpha_i = \angle R_i S_i R_{i1} \) and \( \beta_i = \angle S_i R_{i1} R_i \) in Figure 2; thus, cosine value of \( \alpha_i \) and \( \beta_i \) can also be denoted as follows:

\[
\cos \alpha_i = \frac{R_i S_i^2 + S_i R_{i1}^2 - R_i R_{i1}^2}{2 \cdot R_i S_i \cdot S_i R_{i1}},
\]

\[
\Delta t_i^2 + \varepsilon_i^2 - 2D_{if}^2/C^2 = \frac{\Delta t_i^2 - \varepsilon_i^2}{D_{if}^2 \cdot (\Delta t_i + \varepsilon_i) C^2},
\]

\[
\cos \beta_i = \frac{R_i R_{i1}^2 + S_i R_{i1}^2 - S_i R_{i1}^2}{2 \cdot R_i R_{i1} \cdot S_i R_{i1}} = \frac{D_{if}^2 + \Delta t_i \varepsilon_i C^2}{D_{if} (\Delta t_i + \varepsilon_i) C^2}.
\]
where $C$ is the sound speed. Thus, the following system of equations can be derived by substituting (7), (8) into (9), (10), respectively,

$$\frac{\Delta t^2 + \epsilon_i^2 - 2D_i/C^2}{\Delta t^2 - \epsilon_i^2} = -\lambda \cdot \mu, \quad (11)$$

$$\frac{D_{ij} + \Delta t \epsilon_i C^2}{D_{ij} (\Delta t_i + \epsilon'_i) C} = \lambda \cdot k.$$

It easily leads to $\epsilon_i$ and $\lambda_j$ by substituting (1), (2) into (11); then the OWTT $t_{ij}^{TV}$ of a signal traveling from the vehicle (at $R_i$) to transponder $s_j$ and the OWTT $t_{ij}^{TV}$ from transponder $s_j$ to the vehicle (at $R_i$) can be further solved by combining (3).

Note that the vehicle orientation may have changed when the vehicle receives the reply from transponder $s_j$, as shown in Figure 2. Thus, in this case, we should reconsider the combined displacement $R_iR_j$ according to displacement in each vector velocity. The specific strategies are as follows: the vehicle changes direction every time; its direction can be expressed as $R_iR_j$, $R_iR_k$, and $R_iR_l$ separately. Define the unit vectors of them as $\lambda_1, \lambda_2, \ldots$, and $\lambda_n$, respectively. Then it can be known that

$$\frac{R_iR_j}{R_iR_j} = R_iR_j + R_iR_k + \cdots + R_iR_l,$$

$$\lambda_{\text{sum}} = \lambda_1 + \lambda_2 + \cdots + \lambda_n,$$

where $\lambda_1, \lambda_2, \ldots$, and $\lambda_n$ can be calculated with the same form as $\lambda$ described in (5).

2.2. Multiple-Array Underwater Acoustic Localization. In underwater environment, the sound speed is not constant because of the different temperature, pressure (depth), and salinity. But with varying salinity, temperature, and depth, thus the sound speed $C$ is computed by exploiting the empirical formula [12]: namely,

$$C(T, s, h) = 1492.9 + 3(T - 10) - 6 \cdot 10^{-3}(T - 10)^2$$

$$- 4 \cdot 10^{-2} \cdot (T - 18)^2 + 1.2(s - 35)$$

$$- 10^{-2}(T - 18)(s - 35) + \frac{h}{61}$$

(13)

where $C$ is the temperature (in Celsius), $h$ is the depth (in meters), and $s$ is the salinity (in parts per thousand). Define the sound speed for the vehicle and transponder $s_i$ as $C_V$ and $C_T$, respectively, which can be calculated after measuring the corresponding parameters.

The single-way distance measurements are obtained by the distance estimation method [18]; it is called accurate single-way distance measurement (ASDM) owing to the fact that the current is taken into account in this paper: namely,

$$d'_i = t_i^{TV} E_i(C), \quad (14)$$

where $E_i(C)$ denotes mathematical expectation of sound speed acquired by calculating the sound speed of different depths.

In a three-dimensional underwater environment, at least three transponders are required for 3D AOA target localization. Thus, $N (N \geq 3)$ transponders will have $C^3_N$ kinds of positioning combinations, which can solve the multiple-group target position according to single-way distance measurements as follows:

$$\sqrt{(x_{R_i} - x_{s_j})^2 + (y_{R_i} - y_{s_j})^2 + (z_{R_i} - z_{s_j})^2} = d'_i,$$

$$\sqrt{(x_{R_i} - x_{s_m})^2 + (y_{R_i} - y_{s_m})^2 + (z_{R_i} - z_{s_m})^2} = d'_m,$$

$$\sqrt{(x_{R_i} - x_{s_n})^2 + (y_{R_i} - y_{s_n})^2 + (z_{R_i} - z_{s_n})^2} = d'_n,$$

where $(x_{R_i}, y_{R_i}, z_{R_i})$ is the undetermined position coordinate of the vehicle, $(x_{s_j}, y_{s_j}, z_{s_j})$ denote the determined position coordinates of the corresponding transponders, and $i = 1, 2, \ldots, N$; $l, m, n \in i$ and $l \neq m \neq n$, $d'_i, d'_m$, and $d'_n$ denote the distance measurements from the vehicle to the corresponding transponder, respectively.

Although multiple measurements of the undetermined vehicle location can be obtained according to various localization combinations, diverse measurements contain different credible information of the actual vehicle location due to the error of the algorithm and the complexity and uncertainty in the underwater environment. As a result of this difference, partial measurements acquired by the above method can belong to outliers. Therefore, a particle swarm optimization (PSO) algorithm based on the outliers elimination is proposed in this paper and the details will be given in the following paragraphs.

3. PSO Based on Outliers Elimination

Based on multiple-array positive sound source localization system, more accurate target position can be obtained by fusing multisource information; however, on the basis of the problem proposed in Section 2, it is necessary to eliminate the outliers that contain poor information of target position. The occurrence of outliers is mainly caused by the following factors, the measured values obtained by the sensor at a certain moment contain too much noise information thanks to the uncertain underwater environment, the packets $\Phi_i$ can also be broken or damaged when the transponders respond to the vehicle with $\Phi_i$, and so on. In this paper, we adopt the anomaly detection algorithm called the Isolation Forest [23] to search for the outliers from multiple measurements of the undetermined vehicle location. Then the algorithm of particle swarm optimization based on simulated annealing is adopted to optimize measurements of the target location after the outliers have been eliminated.

3.1. Elimination of Outliers. The key to eliminate the outliers is to detect outliers, which is called the outlier detection and
has wide application in the field of machine learning and research. An outlier is an observation which deviates so much from other observations as to arouse suspicions that it was generated by a different mechanism [24]. Isolation Forest (iForest) Algorithm [23] is an anomaly detector that measures without distance or density. It performs an operation to isolate each instance from the rest of instances in a given data set. Because outliers have characteristics of being ‘few and different,’ they are more susceptible to isolation in a tree structure than normal instances. Therefore, outliers have shorter average path lengths than those of normal instances over a collection of isolation trees (iTrees). Therefore, based on this consideration, we adopt the approach of iForest to eliminate the possible anomalies in the multiple-array underwater acoustic positioning.

The whole algorithm of the iForest mainly contains two stages. The first is training stage; iTrees are constructed by recursively partitioning the given training set until instances are isolated or a specific tree height is reached that will result in a partial model [24]. When building an iTree, first we randomly extract a batch of samples from the given training set and then randomly select an attribute and a value between the maximum value and the minimum value of the attribute.

The data in the sample that are smaller than the value of the data are divided into the left tree, and the data that are greater than or equal to the data are divided into the right tree. Finally, in the left and right branches, repeat the above steps until the following conditions are met: the data cannot be divided, that is only one data, or all the same data; the binary tree reaches the limit of the maximum depth. Details of the training stage are described in [23].

The second stage is evaluating stage; an anomaly score Score(x) is derived from the expected path length $E(h(x))$ for each test instance. $E(h(x))$ are derived by passing instances through each iTree in an iForest; a single path length $h(x)$ is derived by counting the number of edges $e$ from the root node to a terminating node as instance $x$ traverses through an iTree. When $x$ is terminated at an external node, where Size $> 1$, the return value is $e$ plus an adjustment $C(T.$size$).$

Given a data set of $n$ instances, thus the path length $h(x)$ of the instance $x$ in each iTree can be calculated as follows:

$$h(x) = e + C(T.$size$),$$  \hspace{1cm} (16)$$

where $e$ denotes the number of edges from the root node to a terminating node and $C(T.$size$)$ is an adjustment and accounts for an unbuilt subtree beyond the tree height limit. $C(n)$ is calculated by

$$C(n) = 2H(n-1) - \frac{2(n-1)}{n},$$  \hspace{1cm} (17)$$

where $H(i)$ is the harmonic number and it can be estimated by $\ln(i) + 0.5772156649$ (Euler’s constant). As $C(n)$ is the average of $h(x)$ given $n$, we use it to normalize $h(x)$. The anomaly score Score(x) of an instance $x$ is defined as

$$Score(x, n) = 2^{-E(h(x))/C(n)},$$  \hspace{1cm} (18)$$

where $E(h(x))$ is the average of $h(x)$ from a collection of isolation trees. $n$ is the sample size of training sample in single iTree. $C(n)$ is the average path length of the binary tree constructed by using $n$ instances.

According to formula (18) of the anomaly score, when $E(h(x)) \rightarrow C(n)$, Score $\rightarrow 0.5$, then the entire sample does not really have any distinct anomaly; when $E(h(x)) \rightarrow 0$, Score $\rightarrow 1$, then they are definitely anomalies; when $E(h(x)) \rightarrow n - 1$, Score $\rightarrow 0$, then they are quite safe to be regarded as normal instances.

The result of multiple-array localization will be taken as the evaluation sample and input to the trained network of the binary tree. Then it can be searched for outliers from the multiple-array localization and remove them to get relatively accurate measurements for the undetermined vehicle location. Though it is still unknown which one is closer to the real vehicle location, PSO is a population-based stochastic optimization technique which can effectively solve complex optimization problems [25]. Thus, an improved PSO algorithm will be adopted to optimize the relatively accurate measurements in multiple-array positive sound source localization.

3.2 Improved PSO Localization. The basic idea of PSO approach based on outliers elimination is that the vehicle optimizes the result of multiple-array localization after eliminating outliers, and then it easily gets the suboptimal localization result for the real vehicle position by this optimization. In the interest of ensuring the convergence of PSO and eliminating the boundary, we use PSO to increase the contraction factor. The update equation of the speed and location is as follows:

$$v_{ij}(k+1) = \chi \left[v_{ij}(k) + c_1 r_1 \left(p_{ij}(k) - x_{ij}(k)\right)\right] + c_2 r_2 \left(p_{ij}(k) - x_{ij}(k)\right),$$  \hspace{1cm} (19)$$

$$x_{ij}(k+1) = x_{ij}(k) + v_{ij}(k+1),$$

where $c_1$ and $c_2$ (nonnegative constants) are the learning factor. $\chi = 2/(2 + \sqrt{C^2 - 4C})$ is the contraction factor, $C = c_1 + c_2 > 4 r_1$ and $r_2$ are the independent pseudo-random numbers obeyed uniform distribution of the $[0, 1]$, $i = [1, m]$, $j = [1, n]$, $m$ and $n$ represent the number and dimension of the particle, respectively. $p_{ij}(k)$ represents the best position that each particle has been experienced, and $p_{ij}(k)$ represents the best position that has been experienced globally.

Note that the particles are likely to move towards a local minimum by using the above formula to update. Then take the basic idea of the simulated annealing (SA) into account and determine a location $p_{ij}(k)$ from numerous $p_{ij}(k)$ as the global optimum to replace the actual global optimum $p_{ij}(k)$ with the strategy of roulette. Thus, update the speed as follows:

$$v_{ij}(k+1) = \chi \left[v_{ij}(k) + c_1 r_1 \left(p_{ij}(k) - x_{ij}(k)\right)\right] + c_2 r_2 \left(p_{ij}(k) - x_{ij}(k)\right),$$  \hspace{1cm} (20)$$

where $E(h_i(x))$ is the average of $h(x)$ from a collection of isolation trees. $n$ is the sample size of training sample in single iTree. $C(n)$ is the average path length of the binary tree constructed by using $n$ instances.
The probability for each individual can be selected as the global optimum is calculated by

$$p_i = \frac{e^{-\left(f_p - f_{p_i}\right)/t}}{\sum_{j=1}^{N} e^{-\left(f_p - f_{p_j}\right)/t}}, \quad (21)$$

where $N$ is the size of species, $e$ is the constant, $f_{p_i}$ represents the fitness of the $i$th particle and $f_p$ represents the fitness of the global optimal particle undergone.

The single-way distance measurements are assumed to be disturbed by noise with Gaussian distribution due to the measurement error of the time and angle

$$d'_i = d(p) + w,$$
$$w \sim N(0, \text{COV}), \quad (22)$$

where $d(p) = (d_1(p), d_2(p), \ldots, d_N(p))^T$ is the vector of real distances between the vehicle and transponders $S_i$, $d_i(p) = \sqrt{(x_{R_i} - x_s)^2 + (y_{R_i} - y_s)^2 + (z_{R_i} - z_s)^2}$, $p = (x_{R_i}, y_{R_i}, z_{R_i})^T$; $d' = (d'_1, d'_2, \ldots, d'_N)^T$ is the measurement of $d(p)$; $w$ represents the measurement noise vector which cause ranging errors; $\text{COV} = \text{diag}(\sigma_1^2, \sigma_2^2, \ldots, \sigma_N^2)$ is the covariance matrix of $w$, where $\sigma_i^2$ is the variance of the distance measurement noise based on transponder $s_i$.

In order to get the accurate vehicle position $p$, we take the sum square error function of distance measurements as the fitness function of PSO method

$$\text{fitness}(p) = \|d(p) - d'\|^2, \quad (23)$$

where $\| \cdot \|$ represents the 2-norm.

**Remark 1.** Based on the proposed network model, the weight for distance measurement noise is comprised of time and angle measurement noise. In simulation experiments, their impact on localization accuracy will be further analyzed in the following paragraphs, respectively.

## 4. Simulation Experiments

In this paper, to test the performance of the proposed approach, some simulation experiments are conducted which were coded in MATLAB. In these experiments, a vehicle with some sensors moves in a predetermined trajectory, some single-way range localization algorithms are used to keep track of the robot position, and the vehicle travels freely with velocity with $v_s$ and constrained by the current with $v_f$ in a 3D underwater environment of 400 m × 400 m × 300 m. The space coordinate varies from [0, 0, 100] to [400, 400, 400]. Eight transponders are deployed in the space coordinate varying from [0, 0, 350] to [400, 400, 400] (see Figure 3). The noise model is unknown, for simplification without loss of generality, the noise is given out artificially in the simulation experiments. The sound speed is set to be 1500 m/s. The specific type of sensors and the noise function for a given sensor are ignored in this paper. To show the advantages of PSO localization approach based outliers elimination, it is compared with the RTR technology [17] and SL-STTS algorithm [18]. To remove the random effects on the single-way range localization and validate the performance of our algorithm, every experiment was conducted 20 times. The parameters in all of the experiments are the same, which are listed in Table 1.

ASDM noises $w$ are mainly caused by the noises of time and angle of arrival measurement. Thus, the distance measurement performance of each algorithm under the same distance measurement noise condition will be firstly analyzed in Section 4.1; the impact of distance measurement noise on the localization accuracy will be compared in Section 4.2; then this paper further investigates the impact of the time measurement noise $w_t$ and the angle measurement noise $w_a$ on the localization accuracy, respectively.

### 4.1. Performance Comparison of Range Measurement

In this experiment, the noise of the distance measurement is under Gaussian distribution condition; we set $w \sim N(0, 10^{-1})$, $v_f = 1.65$ m/s (in Figure 4), and $v_s = 2$ m/s (in Figure 5). The results of the distance measurement performance based on the proposed approach in this experiment are shown in Figures 4 and 5. The absolute difference between the real distance and its measurement is regarded as error standard of distance measurement. In Figure 4, for the simplicity, we compare the distance measurement performance under the different vehicle speed $v_s$ due to the vehicle speed that can affect the time difference $|e_t|$ and $|e_p|$ increasing monotonically with $v_s$. In Figure 5, $e_t$ and $e_p$ represent the unit vector of $v_s$ and $v_f$, respectively, where the distance measurement performance of the proposed approach under the different current speed $v_f$ is compared to other methods.
Figure 4: Average distance measurement error versus velocity of AUV.

and several typical current directions relative to the vehicle speed $v_r$ are considered.

**Remark 2.** The average distance measurement error (ADME) is calculated by

$$\text{ADME} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} \|d_i - d'_i\|^2}, \quad (24)$$

where $d_i$ and $d'_i$ are the real value and the predicted value of single range from the vehicle to the transponder at the $i$th step, respectively; $n$ is set as 20. $\| \cdot \|$ represents the 2-norm.

The results of ADME in Figure 4 show that the distance measurements calculated by the ASDM are closest to the actual distance from the vehicle to the transponders, the time difference $|\epsilon_i|$ will simultaneously grow with $v_r$ increasing, and the error of the proposed approach is less than both the RTR and SL-STTS methods, while the ASDM method is less affected, which shows that the ASDM approach can deal with the single-way ranging measurements stably. Because the size and direction of the current $v_f$ are unknown but bounded, thus we adopt several typical directions for the current $v_f$ relative to $v_r$, and the results of single-way distance measurement performance relative to the current $v_f$ of the different size and direction in Figure 5 show that the error of the proposed approach is less than both RTR and SL-STTS approaches. It is easy to observe that the proposed method is less affected by the current $v_f$. The results in this experiment show that the proposed approach has a good performance to deal with the localization problem with $|\epsilon_i|$ increasing.

4.2. Performance Comparison of Localization. To further validate the performance of the proposed approach, this experiment is conducted. We adopt the root mean square error (RMSE), the maximum absolute error (MAXE), and the minimum absolute error (MINE) as performance evaluation indexes. In this experiment, we firstly analyze how the range measurement noise affects localization accuracy. It should be noted that the accuracy of time $\Delta t_i$ and angles dominates the precision of OWTT estimation and further affects localization performance. So how the measurement noise of time $\omega_t$ and angles $\omega_a$ impacts localization will be further analyzed, respectively. The results of the localization task based on the proposed approach are compared with the SL-RTR and SL-STTS algorithm in Figure 6, where the vehicle moves on the specified trajectory shown in Figure 3 and performs its self-localization, and the sampling time interval $T_s = 1$ (s).

Figure 7 is the root mean square error comparison of the vehicle under different noise levels, and the performance indexes of the localization task under different noise levels are listed in Tables 2–4. For simplicity, the variance of distance measurement noise $\sigma^2_s$ based on transponder $s_i$ is set equal and independent of each other; the time measurement $\Delta t_i$ based on transponder $s_i$ is assumed to be disturbed by Gaussian distributed noise with $\omega_t \sim N(0, \sigma^2_\omega)$; the input angles are disturbed by Gaussian distributed noise with $\omega_a \sim N(0, \sigma^2_\omega)$, and we set $v_r = 2$ (m/s) and $v_f = 0.54$ (m/s).

**Remark 3.** The root mean square error (RMSE) in this study is calculated by

$$\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} \|p - p_i\|^2}, \quad (25)$$

where $p$ is the real position of the vehicle at time instant $t$ and $p_i$ is the measurement of the vehicle position. $\| \cdot \|$ represents the 2-norm.

The results in Figure 6 show that the trajectory calculated by PSO-OE is closest to the actual trajectory; it means that the absolute error based on the proposed approach is less than both the SL-RTR and SL-STTS methods. And the fluctuation of errors in the proposed approach is very little, which shows that the proposed approach can deal with the localization problem stably. From the results shown in Figures 7(a) and 7(b), we can see that the values of RMSE for SL-RTR, SL-STTS, and PSO-OE have a growth, but the RMSE values of PSO-OE rise much slower (see Table 2). In Figures 7(c) and 7(d), the values of RMSE for all these three methods go up sharply. The reason is that the bias of time measurements in milliseconds may cause error of distance estimates in meters. The localization performance of PSO-OE is better compared with SL-RTR and SL-STTS under the same noise conditions (see Table 3). We can also observe that the RMSE of PSO-OE goes up slowly as $\sigma^2_s$ increases quickly (see Figures 7(e) and 7(f), and Table 4). In other words, the localization accuracy is sensitive to the time and angle measurement noise, which verifies the significance of precise ranging, and PSO-OE works better than the other two methods.
Figure 5: Average distance measurement error versus velocity of current: (a) the angle between $e_r$ and $e_a^f$ is 0; (b) the angle between $e_r$ and $e_b^f$ is $\pi$; and (c), (d), (e), (f) the angle between $e_r$ and $e_c^f$ is $\pi/2$; the differences are that $e_f^c = -e_f^d$, $e_f^c = -e_f^f$, and $e_f^c \perp e_f^j$. 
Table 2: The localization error of the localization task by different distance measurement noise level.

<table>
<thead>
<tr>
<th>The algorithms</th>
<th>With current</th>
<th>Indexes</th>
<th>Error (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>RMSE</td>
<td>MAXE</td>
</tr>
<tr>
<td>SL-RTR</td>
<td>No</td>
<td>0.3300</td>
<td>0.3977</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>0.3942</td>
<td>0.4214</td>
</tr>
<tr>
<td>SL-STTS</td>
<td>No</td>
<td>0.0203</td>
<td>0.0373</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>0.0626</td>
<td>0.1339</td>
</tr>
<tr>
<td>PSO-OE</td>
<td>No</td>
<td>0.0107</td>
<td>0.0317</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>0.0238</td>
<td>0.1537</td>
</tr>
</tbody>
</table>

Table 3: The localization error of the localization task by different time measurement noise level.

<table>
<thead>
<tr>
<th>The algorithms</th>
<th>With current</th>
<th>Indexes</th>
<th>Error (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>RMSE</td>
<td>MAXE</td>
</tr>
<tr>
<td>SL-RTR</td>
<td>No</td>
<td>0.4281</td>
<td>0.6328</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>0.5277</td>
<td>0.836</td>
</tr>
<tr>
<td>SL-STTS</td>
<td>No</td>
<td>0.3966</td>
<td>0.4047</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>0.4352</td>
<td>0.7001</td>
</tr>
<tr>
<td>PSO-OE</td>
<td>No</td>
<td>0.0414</td>
<td>0.2981</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>0.0982</td>
<td>0.4385</td>
</tr>
</tbody>
</table>

5. Discussions

The results of the simulation experiments in Section 4 show that the proposed approach can satisfy the localization task under various situations. In this section, the robustness and fault tolerance of the proposed approach are discussed, where the problem of noise or faults acting on transponders will be taken into account [26].

At first, the noise acting on transponders $s_i$ of the proposed approach is discussed. Transponder time measurement noise has been taken into consideration in Section 4, where the experiments were based on the fact that transponders location is at the fixed inertial location. However, transponders location will inevitably drift with the accumulation of time caused by the current in the actual situation. Therefore, an experiment is conducted in the case of a drift in the transponder location, where the proposed approach is also compared with the SL-RTR and SL-STTS methods. For simplicity, $\sigma_i^2$ is set equal to each other and distance independent in this experiment, and we set $\sigma_i^2 = 10^{-2}$. Location noise $\omega_0$ on
Table 4: The localization error of the localization task by different angle measurement noise level.

<table>
<thead>
<tr>
<th>The algorithms</th>
<th>With Current</th>
<th>Indexes</th>
<th>Error (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>RMSE</td>
<td>MAXE</td>
</tr>
<tr>
<td>SL-RTR</td>
<td>No</td>
<td>0.4670</td>
<td>0.7283</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.4549</td>
<td>0.7170</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.4752</td>
<td>0.8583</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.4607</td>
<td>0.8550</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>0.4729</td>
<td>0.8233</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.4662</td>
<td>0.8169</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.5282</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.5488</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.8903</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.8846</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.1337</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.1900</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.0829</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.1858</td>
</tr>
<tr>
<td>SL-STTS</td>
<td>No</td>
<td>0.2531</td>
<td>0.3885</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.2623</td>
<td>0.4020</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.2728</td>
<td>0.4354</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.3040</td>
<td>0.5745</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>0.3888</td>
<td>0.7503</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.4879</td>
<td>1.0175</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.2532</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.2744</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.5440</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.8306</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.0315</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.0454</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.0429</td>
</tr>
<tr>
<td>PSO-OE</td>
<td>No</td>
<td>0.2463</td>
<td>0.3885</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.2411</td>
<td>0.4020</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.2575</td>
<td>0.4354</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.2451</td>
<td>0.5745</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>0.2648</td>
<td>0.7503</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.2656</td>
<td>1.0175</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.2524</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.2744</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.5440</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.8306</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.0315</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.0454</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.0429</td>
</tr>
</tbody>
</table>

Figure 6: The localization error in the second experiment: (a) set $\sigma_i^2 = 10^{-2}$; (b) set $\sigma_i^2 = 10^{-4}, \sigma_a^2 = 0$; (c) set $\sigma_i^2 = 10^{-7}, \sigma_a^2 = 10^{-4}$.
Figure 7: The root mean square error of different noise levels in the second experiment: ((a), (b)) RMSE versus variance of distance measurement noise; ((c), (d)) RMSE versus variance of time measurement noise, set $\sigma^2_a = 0$; ((e), (f)) RMSE versus variance of angle measurement noise, set $\sigma^2_t = 10^{-7}$. The only difference is that the current is not taken into account in (a), (c), and (e).
The algorithms | Indexes | Error (m)
--- | --- | ---
| SL-RTR | RMSE | 0.4559 | 0.4697 | 0.5932 | 0.7234 | 1.6093 | 4.0152
| | MAXE | 0.5919 | 0.6315 | 0.6980 | 0.8405 | 1.7699 | 4.1409
| | MINE | 0.2628 | 0.3264 | 0.3880 | 0.577 | 1.4271 | 3.8612
| SL-STTS | RMSE | 0.1175 | 0.1261 | 0.2302 | 0.3734 | 1.3499 | 3.7259
| | MAXE | 0.2053 | 0.2496 | 0.3706 | 0.4976 | 1.4972 | 3.857
| | MINE | 0.0222 | 0.0135 | 0.0231 | 0.2671 | 1.1917 | 3.5795
| PSO-OE | RMSE | 0.0578 | 0.0900 | 0.1561 | 0.3018 | 0.9805 | 3.2710
| | MAXE | 0.1163 | 0.2024 | 0.2613 | 0.4364 | 1.2310 | 3.4213
| | MINE | 0.0065 | 0.0169 | 0.0211 | 0.1953 | 0.9075 | 3.1083

Each dimension of transponder $s_i$ is assumed to be disturbed by Gaussian distributed noise with $w_i \sim N(0, \sigma_i^2)$. The setting of other parameters is the same as the second experiment in Section 4. The experimental results are shown in Figure 8 and Table 5. The results show that the localization performance is sensitive to location noise of transponders, which verifies the significance of transponders location; however, the proposed approach contributes to accurate location estimates of vehicle and its sensitivity to transponders location noise is less than the other two methods.

To further discuss the robustness of the proposed approach under the condition of faults acting on transponders, a simulation experiment was conducted, where the ranging noise distribution and the parameters of the proposed approach are the same as the experiment in Section 4, except that the number of the transponders working well is different. In this experiment, it is assumed that two transponders will fail. The experimental results are shown in Figure 9 and Table 6. The results show that the accuracy of localization will decrease with the increase of ranging noises when two transponders fail. However, the localization accuracy of the proposed approach is higher than another two methods. Moreover, comparing it with the results in Table 2 (where all transponders work well), it is not difficult to find that the accuracy of the proposed approach decreased more slowly compared to the other two methods as two transponders malfunctioning: namely, the influence of transponder faults on the proposed approach is less than the other two methods.

6. Conclusions

Localization of autonomous underwater vehicles (AUVs) is investigated in this paper, and a single-way range localization approach based on PSO of outliers elimination is proposed.
In the proposed approach, various conditions are considered in the localization algorithm based on SL-STTS, including time-synchronization free localization and long propagation delay. Furthermore, an accurate single-way range localization algorithm based PSO of outliers elimination is proposed to improve the localization performance of the SL-STTS, which can reduce the error caused by the current and make full use of the vehicle position information from different measurements. The proposed approach can improve the accuracy of the single-way range localization, without any a priori knowledge of the noise model. Also, the proposed approach can deal with the searching and exploring problem in unknown environments, which has broad applications, such as the perceiving and detecting for the underwater damage crack.

**Conflicts of Interest**

The authors declare that there are no conflicts of interest regarding the publication of this paper.

**Acknowledgments**

The authors would like to thank the National Natural Science Foundation of China (61203365 and 61573128), the Jiangsu Province Natural Science Foundation (BK2012149), and the Fundamental Research Funds for the Central Universities (2015B20114) for their support of this paper.

**References**


