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Abstract. 
In this paper, a fuzzy multiobjective model which chooses the best mix of renewable energy options and determines the optimal amount of energy to be transferred from each resource to each end use is proposed. The depreciation of equipment along with time value of money has been taken into account in the first objective function while the second and the third objective functions minimize the greenhouse gas emissions and water consumption, respectively. Also, this study is one of the pioneer works that has considered demand-side management (DSM) as a competitive option against supply-side alternatives for making apt energy planning decisions. Moreover, the intrinsic uncertainty of demand parameter is considered and modeled by fuzzy numbers. To convert the proposed fuzzy multiobjective formulation to a crisp single-objective formulation the well-known fuzzy goal programming approach together with Jimenez defuzzifying technique is employed. The model is validated through setting up a diversity of datasets whose data were mostly derived from the literature. The obtained results show that DSM programs have greatly contributed to cost reductions in the network. Also, it is concluded that the model is capable of solving even large-scaled instances of problems in negligible central processing unit (CPU) times using Lingo 8.0 software.


1. Introduction
Although using renewable energy resources is one of the primary solutions for overcoming poverty and achieving sustainable development, for centuries, the focus has been solely on traditional sources of energy. Nonetheless, there are some difficulties with employing the newly introduced sources of energy such as cultural barriers, lack of proper mentality, and budget estimation difficulties to inhibit the growth of renewable energy in the countryside. Thus, it is imperative for mankind to seek a way for solving such challenges (Kazemi and Rabbani) [1].
Shifting from nonrenewable energies to renewable energy technologies (RETs) should be of the top preferences in the direction toward acquiring a satisfactory energy system. Increasing the penetration of RETs not only contributes to meeting the ongoing increasing energy demand but also decreases the adverse environmental effects of burning fossil fuels. Recent studies offer that renewable energy sources are capable of meeting a remarkable portion of the energy demand even at the current level of technological development. However, as discussed before, this may not occur unless the issues that obstruct the penetration of RETs are properly addressed [2–4].
One of the most leading factors that highly affect the apt selection of mixed RETs is the appropriate budget management. To do so, the time value of money should be acutely taken into account in making decisions for energy planning. Moreover, uncertain demand of energy, equipment’s depreciation strategies, and environmental impacts of energy technologies make the planning process much more complicated. Therefore, to address such important concerns, in this paper, a fuzzy multiobjective formulation that simultaneously optimizes total costs of the energy system, greenhouse gas emissions, and water consumption of RETs during their life cycles is presented. To deal with the uncertain nature of the problem, Jimenez method together with fuzzy goal programming approach has been employed [5].
The remainder of the paper is organized as follows. In Section 2 a review of the related literature is presented. The model and assumptions are presented in Section 3. Afterward, Sections 4 and 5 describe the defuzzification procedure followed by the employed fuzzy goal programming approach, respectively. Computational results are reported in Section 6, followed by concluding remarks in Section 7.
2. Literature Review
Over the past few years, providing energy for rural development has been a challenging issue and received significant attention in most developing countries.
Hain et al. [6] summarized the energy policies according to the UK Government consideration to reach its recyclable targets. The policies are designed according to Renewable Obligation Certificates for large-scale energy-related projects. Bergmann et al. [7] estimate costs and benefits for the case of renewable technologies in Scotland, a country with ambitious targets to advance ecofriendly energy, as well as external effects on landscape, wildlife, and air quality. Thiam [8] in their study attempts to investigate price support of market penetration of renewable energy in developing nations through a decentralized supply process. Also, Bergmann et al. [9] curb the investigation to a specific technology that includes hydro-, on-shore, and off-shore wind power, biomass production, and combustion as the main renewable energy. On the other hand, Mainali and Silveira [10] discuss renewable energy based on rural electrification supply models, the related economical issues, and market distribution in the rural areas of Nepal. Markets for the mentioned energy technologies are currently emerging in Nepal as a consequence of increasing rural electrification in the country.
A review of the rural energy sector in Ethiopia has been proposed by Wolde-Ghiorgis [11]. They analyze the proportion of investment in energy sector in Ethiopia and demonstrate that the current national energy policy for Ethiopia needs complete revision.
Considering hour-by-hour energy availability and demand, Nakata et al. [2] exploit mathematical modelling to minimize the cost of system operation to provide electricity and thermal in rural areas of Japan.
Zhu et al. [12] present the status of China’s rural RETs and their internal demand. Hiremath et al. [13] conducted a review of the potential for decentralized power generation and effort made in India to accomplish such systems. This research shows the feasibility of decentralized energy selection for the residential and small scale usage in a rural or a cluster of villages. Liu et al. [14] examine rural community acceptance of renewable energy deployment, showing that rural people embrace renewable energy expansion and its positive effects on environment.
Liming [15] describes the current condition of rural renewable energy (RRE) in China and India and studies the environment, channels, tools, and innovative structure of financing rural renewable energy. Winkler et al. [16] reveal one of the most important effects shaping the results of energy models is the presumptions they make about technology learning the limit to which technologies get inexpensive over time.
Purohit et al. [17] point to a main shortage of energy in rural regions of the developing countries. Zhang et al. [18] believe that more investment in rural infrastructures not only decreases the tax burden on the countryside but also results in more firm management of rural energy consumption especially of the rural enterprises.
In a recent study, Kazemi and Rabbani [1] proposed an integrated decentralized energy planning (DEP) model wherein DSM policies were aptly regarded as a competitive solution against the supply-side alternatives for electrifying a rural area. Based on their obtained results, DSM policies were contributing to electrifying the supposed area at their maximum capacity. Additionally, they considered environmental measures in their study to make the plan more sustainable. However, a significant shortcoming of their work is that they have overlooked considering depreciation costs in their study.
To the best of our knowledge, although it is evidently proven that every renewable energy source will lead to depreciation, there is a narrow body of research considering depreciation in rural renewable energy. So, this paper will consider the depreciation for the first time in the relevant literature.
3. Proposed Model
3.1. Problem Description
As mentioned in Section 1, although preparing and using the renewable energy resources, especially in rural areas, have many advantages, there are so many different costs that the lack of an apt planning could result in wasting a large budget. In this paper, four renewable energy options and four end-uses have been considered. To obtain the optimal amount of energy transferred from each option to each end-use, an integer multiobjective programming model has been proposed.
Indeed, one of the most important expenses related to preparing the energy resources is the initial fixed cost of providing the field and installing the equipment. Although this kind of cost includes a large portion of budget, it has not been considered a lot in the literature. In our model, this initial cost is minimized. Also, since the installed equipment would be depreciated after some years, the depreciation issues must be considered in this kind of projects. Therefore, in this paper, we have tried to choose renewable energy options with less depreciation. This point also has not yet been proposed in the literature.
Another contribution is that the demand parameter has been considered to be fuzzy. Indeed, despite the existence of many estimation methods, we are still not able to make sure of the exact amount of demand and that is why we assumed this uncertain parameter to be fuzzy. In addition, as this kind of projects would be applied for a long time, cash time value must be considered. Thus, our programming model minimizes the costs regarding the time value of money. Considering time value of money has resulted in constructing a dynamic model that consists of multiperiods. Moreover the following assumptions are considered.(i)Each of renewable energy resources includes several types.(ii)The greenhouse gas emissions produced in the entire life cycle of renewable energy technologies are taken into account.(iii)The area under study is a hypothesis area with the data of global average taken from the literature.
3.2. Mathematical Model
In this section, the integer multiobjective fuzzy programming model is described.
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Model. We have the following. Minimize total cost
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In objective function (1), the first term is related to the initial costs. The second term minimizes the total electricity generation cost over all periods. The third term is relevant to electricity saving cost. The last term considers the amount of equipment depreciation to be minimized. Objective functions (2) and (3) minimize total greenhouse gas emissions and water consumption, respectively. Constraint (4) limits the number of renewable energies that must be chosen. Equation (5) ensures that the amount of generating electricity does not exceed the capacity of corresponding resource. Constraint (6) assesses the number of demands which must be satisfied regarding the feasibility degree of 
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 [19]. This constraint will be explained more completely in the next section. Equation (7) limits the amount of possible saving using the DSM program. Constraint (8) ensures that the amount of possible saving using the DSM program is larger than the least level. Constraint (9) calculates the depreciation of equipment using the declining balance method. In this method, depreciation in each year is computed by multiplying the depreciation rate, which is constant throughout the equipment’s life, by the equipment’s current basis. The basis is then reduced by the amount of the depreciation, and the procedure is repeated and (9) eventually exists. Finally, constraint (10) is related to the positive and binary variables.





4. Defuzzification of the Model Using Jimenez’s Technique
In this section constraint (6) will be transformed to a crisp one using Jimenez’s method. Consider a fuzzy constraint such as 
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 is membership function of the feasible area. To defuzzify the constraint, Jiménez et al. [19] proposed using the following equation for triangular fuzzy numbers (see (13)):
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Thus, constraint (6) is defuzzified as follows:
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5. Solution Methodology
5.1. Fuzzy Goal Programming Model
In some problems when real life multiobjective problems occur, providing crisp definition of goal priorities is a very difficult task. In relative weight of importance among the goals uncertainty may be intrinsic or its relative importance may be vague from the decision maker viewpoint. The decision space and correlation between objectives may also have effects on the definition of important relations among the goals. The fuzzy goal programming approach is one of the best useful tools in confronting such problems. Applying fuzzy set theory in goal programming (GP) has the advantage that allows the decision maker to define imprecise aspiration levels [20, 21].
To find the optimal solution of multiobjective problems, several methods have been introduced, such as weighted metric, weighted sum, 
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-constraint, interactive approaches, and fuzzy goal programming (FGP). In this paper, we use FGP method to combine multiple objectives into a single objective.
Previously, applying a fuzzy goal programming approach to a multiobjective optimization problem was considered by Hu et al. [22]. Also, a fuzzy goal programming method with ambiguous goal hierarchy was studied by Aköz and Petrovic [20]. Iskander [23] employed a fuzzy weighted increasable approach. A basic method for solving fuzzy goal programming problems is max–min which is aptly used in the work of Yaghoobi and Tamiz [21]. A tolerance approach to the fuzzy goal programming problems was taken into account by Kim and Whang [24]. Also, a weighted max–min model for fuzzy goal programming was used in the work of Lin [25]. To see additional scholarly works conducted in the same field, the respected reader is referred to the studies of Saad [26], Martel and Aouni [27], Iskander [28], Chen and Tsai [29], Ramík [30], and Arora and Gupta [31].
To use FGP approach, three objective functions need to be defined as follows: fuzzy goal 1: 
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				𝑡
			

			
				−
				𝑖
			

		
	
 is for the case of fuzzy goal 2 and also the following relation exists:
								
	
 		
 			
				(
				1
				5
				)
			
 		
	

	
		
			
				0
				<
				𝑋
			

			
				𝑛
				+
				1
			

			
				<
				1
				.
			

		
	

In the following the way by which fuzzy goals are converted to LP constraints is elaborated. For fuzzy goal 1,
											
	
 		
 			
				(
				1
				6
				)
			
 		
	

	
		
			
				(
				𝐴
				𝑋
				)
			

			

				𝑖
			

			
				+
				𝑡
			

			
				+
				𝑖
			

			
				∗
				𝑋
			

			
				𝑛
				+
				1
			

			
				≤
				𝑏
			

			

				𝑖
			

			

				.
			

		
	
 Set 
	
		
			
				1
				−
				𝑋
			

			
				𝑛
				+
				1
			

			
				=
				𝛽
			

			
				+
				𝑖
			

		
	
 and then (16) is identical to 
	
		
			
				(
				𝐴
				𝑋
				)
			

			

				𝑖
			

			
				−
				𝑡
			

			
				+
				𝑖
			

			
				∗
				𝛽
			

			
				+
				𝑖
			

			
				≤
				𝑏
			

			

				𝑖
			

		
	
. For fuzzy goal 2,
											
	
 		
 			
				(
				1
				7
				)
			
 		
	

	
		
			
				(
				𝐴
				𝑋
				)
			

			

				𝑖
			

			
				−
				𝑡
			

			
				−
				𝑖
			

			
				∗
				𝑋
			

			
				𝑛
				+
				1
			

			
				≥
				𝑏
			

			

				𝑖
			

			

				.
			

		
	
 Set 
	
		
			
				1
				−
				𝑋
			

			
				𝑛
				+
				1
			

			
				=
				𝛽
			

			
				+
				𝑖
			

		
	
 and then (17) is identical to 
	
		
			
				(
				𝐴
				𝑋
				)
			

			

				𝑖
			

			
				+
				𝑡
			

			
				−
				𝑖
			

			
				∗
				𝛽
			

			
				−
				𝑖
			

			
				≥
				𝑏
			

			

				𝑖
			

		
	
:
											
	
 		
 			
				(
				1
				8
				)
			
 		
	

	
		
			
				1
				−
				𝑋
			

			
				𝑛
				+
				1
			

			
				=
				𝛽
			

			
				−
				𝑖
			

			

				.
			

		
	
 For fuzzy goal 3,
											
	
 		
 			
				(
				1
				9
				)
			
 		
	

	
		
			
				(
				𝐴
				𝑋
				)
			

			

				𝑖
			

			
				+
				𝑡
			

			
				−
				𝑖
			

			
				∗
				𝛽
			

			
				−
				𝑖
			

			
				−
				𝑡
			

			
				+
				𝑖
			

			
				∗
				𝛽
			

			
				+
				𝑖
			

			
				=
				𝑏
			

			

				𝑖
			

		
	

5.2. Formulating the Objective Function
The objective function of Narasimhan’s model is to increase the grade of membership of the fuzzy goals. But the objective function of our model is to minimize tolerance permissible variables (
	
		
			

				𝛽
			

			
				−
				𝑖
			

			
				/
				𝛽
			

			
				+
				𝑖
			

		
	
) whose ratio is tolerances (
	
		
			

				𝑡
			

			
				+
				𝑖
			

			
				,
				𝑡
			

			
				−
				𝑖
			

		
	
). If the values of (
	
		
			

				𝛽
			

			
				−
				𝑖
			

			
				/
				𝛽
			

			
				+
				𝑖
			

		
	
) are minimized, the tolerances will get close to 0 for each fuzzy goal. Therefore, the degree of membership becomes larger. The objective function and its corresponding constraints are as follows:
								
	
 		
 			
				(
				2
				0
				)
			
 		
	

	
		
			
				m
				i
				n
			

			

				𝑘
			

			

				
			

			
				𝑖
				=
				1
			

			

				𝑤
			

			

				𝑖
			

			
				∗
				𝛽
			

			
				+
				𝑖
			

			
				(
				𝐴
				𝑋
				)
			

			

				𝑖
			

			
				−
				𝑡
			

			
				+
				𝑖
			

			
				∗
				𝛽
			

			
				+
				𝑖
			

			
				≤
				𝑏
			

			

				𝑖
			

			
				,
				m
				i
				n
			

			

				𝑘
			

			

				
			

			
				𝑖
				=
				1
			

			

				𝑤
			

			

				𝑖
			

			
				∗
				𝛽
			

			
				−
				𝑖
			

			
				(
				𝐴
				𝑋
				)
			

			

				𝑖
			

			
				+
				𝑡
			

			
				−
				𝑖
			

			
				∗
				𝛽
			

			
				−
				𝑖
			

			
				≥
				𝑏
			

			

				𝑖
			

			
				,
				m
				i
				n
			

			

				𝑘
			

			

				
			

			
				𝑖
				=
				1
			

			

				𝑤
			

			

				𝑖
			

			
				∗
				
				𝛽
			

			
				−
				𝑖
			

			
				+
				𝛽
			

			
				+
				𝑖
			

			
				
				(
				𝐴
				𝑋
				)
			

			

				𝑖
			

			
				+
				𝑡
			

			
				−
				𝑖
			

			
				∗
				𝛽
			

			
				−
				𝑖
			

			
				−
				𝑡
			

			
				+
				𝑖
			

			
				∗
				𝛽
			

			
				+
				𝑖
			

			
				=
				𝑏
			

			

				𝑖
			

			

				.
			

		
	

In the Narasimhan’s model [32], all the fuzzy goals assumed have the identical importance or weight. Disparate weights in our model implicate that, between each goal, the importance is various. Our model to solve FGP problem with disparate weights is
								
	
 		
 			
				(
				2
				1
				)
			
 		
	

	
		
			
				m
				i
				n
			

			

				𝑘
			

			

				
			

			
				𝑖
				=
				1
			

			

				𝑤
			

			

				𝑖
			

			
				∗
				
				𝛽
			

			
				−
				𝑖
			

			
				+
				𝛽
			

			
				+
				𝑖
			

			
				
				(
				𝐴
				𝑋
				)
			

			

				𝑖
			

			
				+
				𝑡
			

			
				−
				𝑖
			

			
				∗
				𝛽
			

			
				−
				𝑖
			

			
				−
				𝑡
			

			
				+
				𝑖
			

			
				∗
				𝛽
			

			
				+
				𝑖
			

			
				=
				𝑏
			

			

				𝑖
			

			
				𝑡
				,
				𝑖
				=
				1
				,
				2
				,
				…
				,
				𝑘
				,
			

			
				−
				𝑖
			

			
				,
				𝛽
			

			
				−
				𝑖
			

			
				,
				𝑡
			

			
				+
				𝑖
			

			
				,
				𝛽
			

			
				+
				𝑖
			

			
				≥
				0
				,
				𝑥
			

			

				𝑗
			

			
				≥
				0
				,
				𝑗
				=
				1
				,
				2
				,
				…
				,
				𝑛
				,
			

			

				𝑘
			

			

				
			

			
				𝑖
				=
				1
			

			

				𝑤
			

			

				𝑖
			

			
				=
				1
				.
			

		
	

6. Experimental Results
To evaluate the proposed multiobjective model, which has been transformed to a single objective one using fuzzy goal programming method, 8 random instances have been solved. Some data in these problems are generated randomly using uniform distributions according to Table 3 and the rest are obtained from Kreith and Goswami [33], Herran and Nakata [34], and Evans et al. [35]. Also, there are a few parameters whose values have been determined hypothetically. Tables 1 and 2 show the value of parameters for renewable energy resources and for end-uses, respectively. Since LINGO 8.0 software is valid optimization software and solves the problems by Branch and Bound (B&B) algorithm, we evaluate the problems with the solutions obtained by LINGO 8.0 for small-/medium- and large-sized problems.
Table 1: The value of parameters for renewable energy resources (the sign * shows that the data has been obtained hypothetically).
	

	 	Photovoltaic power	Wind power	Water power	Geothermal
	

	
	
		
			
				G
				H
				G
			

			

				𝑖
			

		
	
 (gCO2-
	
		
			

				𝑒
			

		
	
/kWh)	90	25	41	170
	
	
		
			
				W
				C
			

			

				𝑖
			

		
	

                 (Kg/kWh)	10	1	36	100
	
	
		
			
				L
				u
			

			

				𝑖
			

		
	
 (mL/kWh)	
                0.046	0.072	0.0411	0.05*
	
	
		
			
				S
				A
			

			
				𝑖
				𝑠
			

		
	

                 (kWh)	8000000/s	327000/s	555000/s	100000/s
	
	
		
			

				𝐶
			

			
				𝑖
				𝑗
			

		
	
 ($/kWh)	0.398	0.02	0.039	0.03
	
	
		
			

				𝜂
			

			
				𝑖
				𝑗
			

		
	
	0.13	0.39	0.9	0.15
	



Table 2: The value of parameters for end-uses.
	

	 	Domestic	Agriculture	General	Industrial
	

	
	
		
			
				C
				D
				S
				M
			

			

				𝑗
			

		
	
	0.183	0.238	0.917	0.055
	
	
		
			

				𝑃
			

			

				𝑗
			

		
	
	17433	18827	356	1270
	
	
		
			
				S
				O
				B
				J
			

			

				𝑗
			

		
	
	5811	6276	119	423
	



Table 3: The value of random parameters.
	

	Parameter	Range
	

	
	
		
			

				𝑒
			

			

				𝑖
			

		
	
	~uniform (30000–60000)a
	
	
		
			

				∼
			

			

				𝐷
			

			
				𝑗
				𝑡
			

		
	
	= (
	
		
			
				0
				.
				8
				∗
				𝑏
			

		
	
, uniform [2000000–300000], 1.2
	
		
			

				𝑏
			

		
	
)a    
	
		
			
				𝑟
				=
				0
				.
				1
				5
			

		
	

	
	
		
			

				𝑁
			

			
				𝑖
				𝑠
			

		
	
	~uniform (10–40)a
	
	
		
			

				𝐵
			

			
				𝑖
				𝑠
			

		
	
	~uniform (5000–10000)a
	



	
		
			

				a
			

		
	
The value has been assumed by the authors.


It is worth mentioning that due to the popularity and availability of these resources and also because of the more conformity with a rural environment four popular energy resources and four general end-uses have been considered. Also, to keep generality of our model, the mean world energy data has been taken from the literature and used to validate the model and shows its applicability. Thus, no specific case has been considered in this paper. However, the respected readers are strongly recommended that they apply the proposed model in their specific cases and compare the obtained results to those obtained in our study by employing mean world data [35, 36].
Tables 1 and 2 present the parameter values of the model that are taken from data of global average and Kazemi and Rabbani [1].
Table 4 shows the objective function values and the run times obtained by LINGO on an Intel_Celeron_Mobile 2.5 GHz (Core 2 Duo) personal computer with 3 GB RAM. According to the results we conclude that the proposed multiobjective model is solved by B&B algorithm in a reasonable time even for large-sized problems.
Table 4: Sensitivity analysis.
	

	Number	Problem size	B&B	Sensitivity analysis on parameter 
	
		
			

				𝛼
			

		
	

	
	
		
			
				𝐼
				∗
				𝐽
				∗
				𝑇
				∗
				𝑆
			

		
	
	Objective value (
	
		
			
				𝛼
				=
				0
				.
				9
				5
			

		
	
)	Time (s)	0.7	0.8	0.85	0.9
	

	1	
	
		
			
				2
				∗
				2
				∗
				3
				∗
				2
			

		
	
	431180	<1	340632.2	383750.2	396685.6	409621
	2	
	
		
			
				2
				∗
				3
				∗
				4
				∗
				2
			

		
	
	684452	<1	540717.1	609162.3	629695.8	650229.4
	3	
	
		
			
				3
				∗
				3
				∗
				4
				∗
				3
			

		
	
	706904	<1	163454.2	184144.6	190351.7	196558.8
	4	
	
		
			
				4
				∗
				4
				∗
				1
				0
				∗
				7
			

		
	
	874562	<1	690904	778360.2	804597	830833.9
	5	
	
		
			
				5
				∗
				4
				∗
				1
				0
				∗
				8
			

		
	
	954653	<1	754175.9	849641.2	878280.8	906920.4
	6	
	
		
			
				5
				∗
				4
				∗
				2
				0
				∗
				1
				2
			

		
	
	3954563	5	3124105	3519561	3638198	3756835
	7	
	
		
			
				5
				∗
				4
				∗
				3
				0
				∗
				2
				0
			

		
	
	4364795	10	3448188	3884668	4015611	4146555
	  8	
	
		
			
				5
				∗
				4
				∗
				4
				0
				∗
				2
				0
			

		
	
	5225678	34	4128286	4650853	4807624	4964394   
	



As shown in Figure 1, sensitivity analysis on capital rate of return has been conducted. It is mostly due to the fact that the parameter has an inconsistent nature and is subject to change depending on different periods of time. As was expected, the higher the parameter IRR is, the more costly the planning decisions will be.





	
		
			
		
			
		
			
	


	
		
			
		
			
		
			
	


	
		
			
		
			
		
			
	


	
		
			
		
			
		
			
	


	
		
			
		
			
		
			
	


	
		
			
		
			
		
			
	


	
		
			
		
			
		
			
	


	
		
			
		
			
		
			
	


	
		
			
		
			
		
			
	


	
		
		
			
		
			
	





































	
		
		
		
	


	
		
		
		
	


	
		
	
	
		
		
	


	
		
	
	
		
		
	


	
		
		
		
	


	
		
		
		
		
	


	
		
		
		
		
	


	
		
		
	
	
		
		
	


	
		
		
	
	
		
		
	


	
		
		
		
		
	


	
		
		
		
		
	


	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
		
	


	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
		
	


	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
		
	
	
		
	
	
		
	
	
		
	
	
		
		
	


	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
		
	
	
		
	
	
		
	
	
		
	
	
		
	


	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
		
	
	
		
	
	
		
	
	
		
	
	
		
	


	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	


	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	


	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	


	
		
	
	
		
	
	
		
		
	


	
		
	
	
		
	
	
		
		
	


	
		
	
	
		
	
	
		
		
	


	
		
	
	
		
	
	
		
		
	


	
		
	
	
		
	
	
		
		
	


	
		
			
			
			
			
			
			
			
			
			
			
			
			
		
		
			
		
	















Figure 1: Sensitivity analysis on capital rate of return.


Figure 2 shows the positive contribution of considering DSM programs to the total establishment costs of a network. To obtain the line charts shown in Figure 2, the model was firstly solved for different test problems without considering DSM programs and the outputs are shown by the red line chart (the above one). Afterward the model was solved for the second time when DSM programs were taken into account; the corresponding results are shown using the blue line chart (the below one). It can be concluded that employing DSM programs not only has gains in terms of environmental measures but also, as shown in Figure 2, brings about great money savings across the network and the savings become more visible when the size of the problems increases, that is, for real-sized problems.

































	
		
	


	
		
	


	
		
	


	
		
	


	
		
	


	
		
		
	


	
		
		
	


	
		
		
		
		
		
		
		
		
		
	


	
		
		
		
		
		
		
		
		
		
		
		
	


	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	


	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	


	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	


	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
		
	
	
		
	
	
		
	
	
		
	
	
		
	


	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
		
	
	
		
	
	
		
	
	
		
	
	
		
	


	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
		
	
	
		
	
	
		
	
	
		
	
	
		
		
	


	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
		
	


	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
		
	


	
		
			
			
			
			
			
			
			
			
			
			
			
			
		
		
			
		
	















Figure 2: Contribution of considering DSM programs to the total establishment costs of a network.


Figure 3 shows that increasing the value α_cut will incur additional costs. It also renders the impact parameter 
	
		
			

				𝐼
			

		
	
 with respect to 
	
		
			

				𝐽
			

		
	
, 
	
		
			

				𝑆
			

		
	
, and 
	
		
			

				𝑇
			

		
	
 in Table 5. Increasing 1 unit in the amount of parameter 
	
		
			

				𝐼
			

		
	
 the total cost will be added to the 100000.
Table 5: Experimental results.
	

	Number	Problem size	 	
                Sensitivity analysis on amount of percent using renewable energy
	
	
		
			
				𝐼
				∗
				𝐽
				∗
				𝑇
				∗
				𝑆
			

		
	
	Photovoltaic power	Geothermal	Wind power	Water power	DSM
	

	1	
	
		
			
				2
				∗
				2
				∗
				3
				∗
				2
			

		
	
	16%	17%	24%	22%	21%
	2	
	
		
			
				2
				∗
				3
				∗
				4
				∗
				2
			

		
	
	15%	16%	25%	21%	21%
	3	
	
		
			
				3
				∗
				3
				∗
				4
				∗
				3
			

		
	
	13%	17%	27%	23%	20%
	4	
	
		
			
				4
				∗
				4
				∗
				1
				0
				∗
				7
			

		
	
	15%	16%	28%	22%	19%
	5	
	
		
			
				5
				∗
				4
				∗
				1
				0
				∗
				8
			

		
	
	16%	17%	24%	23%	20%
	6	
	
		
			
				5
				∗
				4
				∗
				2
				0
				∗
				1
				2
			

		
	
	14%	15%	26%	23%	22%
	7	
	
		
			
				5
				∗
				4
				∗
				3
				0
				∗
				2
				0
			

		
	
	15%	16%	28%	21%	20%
	8	
	
		
			
				5
				∗
				4
				∗
				4
				0
				∗
				2
				0
			

		
	
	15%	17%	27%	22%	19%
	 	Average	15%	16%	26%	22%	20%
	








































	
		
	


	
		
	


	
		
		
	


	
		
		
	


	
		
		
	


	
		
		
	


	
		
		
		
	
	
		
	


	
		
		
		
	


	
		
		
		
		
	


	
		
		
		
	


	
		
		
		
	


	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	


	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	


	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	


	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
		
	
	
		
	
	
		
	
	
		
	
	
		
	


	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
		
	
	
		
	
	
		
	
	
		
	
	
		
	


	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
		
	
	
		
	
	
		
	
	
		
	
	
		
		
	


	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
		
	


	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
		
	


	
		
			
			
			
			
			
			
			
			
			
			
			
			
		
		
			
		
	
	
	















Figure 3: Sensitivity analysis on α_cut against costs.


In Table 5, the outcomes of the optimization model are illustrated. As the average values imply, based on all the criteria considered in the model, wind power is superior to all other resources followed by hydropower and DSM policies. On the other hand, under the given conditions, use of photovoltaic and geothermal technologies is not recommended.
7. Conclusions
In this paper, four renewable energy options and four end-uses were considered. To obtain the optimal amount of energy transferred from each option to each end-use, a mixed integer fuzzy multiobjective formulation was proposed.
The model seeks out the optimal solution that simultaneously minimizes three objective functions, namely, total cost, water consumption, and greenhouse gas emissions. Because of the inherent uncertainty existing in the nature of the demand parameter, fuzzy numbers were used for enhanced modeling. In addition, as these projects are usually launched to work in the long run, the time value of money was also considered in the proposed model. To change the multiobjective fuzzy programming model to a single-objective one the well-known fuzzy goal programming method was applied.
The findings of the paper indicate that considering DSM programs as an option can greatly contribute to saving of thousands of US dollars. Moreover a general ranking based on the considered criteria has been produced. According to the ranking, wind power is superior to all other resources followed by hydropower and DSM policies while using photovoltaic and geothermal is not a favorite choice and is not recommended.
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