1. Introduction

For an image, generally, it is important that an image is clear and sharp. However, there are also occasions where the blur is done purposely to make the image captured more meaningful, such as motion blur in a photo of a runner that is about to cross the ending line (i.e., motion blur on the body but clear on facial expression). Be it as it may, blur image in most occasions is unwanted and many researches have magnificent works in this blur image branch. In this paper, blur analysis and thumbnail generation based on blur analysis will be emphasized.

There are few fundamental thumbnail generation methods available such as Direct Pixel-based Downsampling (DPD) [1], Direct Sub-pixel-based Downsampling (DSD) [2], and Pixel-based Downsampling with Antialiasing Filter (PDAF) [3]. Direct Pixel-based Downsampling (DPD) is a method of generating thumbnail image without any filtering method. In a method that employs DPD technique, one corresponding pixel of the original image is taken to represent the single pixel in thumbnail image [4]. DPD method generally generates a sharper image compared with the original image. Direct Sub-pixel-based Downsampling (DSD) is the extension of DPD downsampling method. DSD uses a similar concept to DPD, but instead of using information from just one pixel, one thumbnail image's pixel by DSD uses three pixel values from the original image [1]. These three pixels correspond to the red R, green G, and blue B color channel. Therefore, DSD is only applicable for color images [1]. Pixel-based Downsampling with Antialiasing Filter (PDAF) utilizes the usage of filtering method, which is low-pass filter. Low-pass filter band-limit the frequency component of the initial high resolution original image, therefore the resulting thumbnail image unlikely to retain noise very well. As noise normally occupies the high frequency components in image, the resulting thumbnail image from PDAF method will appear to be smoother and clean from noise [2].

Blur analysis is the process where the image is analyzed in terms of blurriness of edge or blurriness of a certain region in image with quantitative parameter. Example of blur analysis is edge width analysis where the degree of blur is assumed to be proportional to the edge width [5]. Edge width data is mapped for the original image and the data can be used for
further process, such as dedeblurring and resampling of the image. Other examples of blur analysis are Bayes discriminant analysis [6] which researches gradient statistic of the blur object in image. There are also researches on the calculation of local blur at boundary and blur magnitude averaging of an image using nonreference block based analysis [7].

The works of other researchers have enriched blur analysis research area. Samadani et al. [8, 9] have come out with an idea to embed blur and noise information into thumbnail images, which we refer to as downsampling image with Integrated blur (DIB). This is because in normal thumbnail image, the blur and noise information is lost due to the filtering and subsampling. Their work consists of two stages: blur detection stage, and noise detection stage. In works of Trentacoste et al. [10], perceptual-based model to downsample an image is built to create a downsampled version of the image that gives the same impression as the original. A study has been conducted to find out how much blur must be present in downsampled image to be perceived the same as the original. Trentacoste et al. use the modified version of Samadani’s work [8, 9] to conduct their experiment. New appearance-preserving algorithm has incorporated in altering blur magnitude locally to create a smaller image corresponding to the original image. The blur magnitude is analyzed as a function of spatial frequency. For another downsampling method [4], thumbnail with blur and noise information (TBNI), two temporary thumbnail images are combined to generate thumbnail image that retain the original image’s blurriness and noise (TBNI). This proposes that thumbnail scheme is actually an extension to DPD method, with DPD thumbnail being used as the base thumbnail. The selection of the information to be embedded into the final thumbnail is based on blur extend parameter. This parameter controls the sensitivity of the algorithm towards noise and blur.

In this paper, a new downsampling algorithm is proposed based on the edge width analysis to embed the blur information of the original high resolution image into thumbnail image. The methodology will be further described in the next section.

2. Preliminary Concept of

Thumbnail with Integrated Blur

Based on Edge Width Analysis

In this proposed method, similar to other image thumbnail algorithms, the user needs to input the downsampling factor \( L \). If the original input image \( F \) is of size \( M \times N \), its thumbnail version \( f \) is of size \( m \times n \). Generally, the originally high resolution acquired image \( F \) can be described by the following equation [11, 12]:

\[
F = B \ast C,
\]

where \( B \) is the space-varying blur and \( C \) is the ideal clean and sharp image. The symbol \( \ast \) in this equation presents a 2-dimensional convolution operation.

To clarify (1), an example is given in Figure 1. Image \( F \) shown by Figure 1(c) is obtained by convolving image \( C \) (i.e., Figure 1(a)) with blur function \( B \) (i.e., Figure 1(b)). In this example, \( B \) is a space-varying blur function, described by 2-dimensional Gaussian function [13]:

\[
\text{Gaussian}(y, x) = \exp\left(\frac{-y^2 + x^2}{2\sigma^2}\right),
\]

where \( \sigma \) is the standard deviation of the distribution. Assuming that the Gaussian filter applied is a square filter, with odd size, defined as \((2B_r + 1) \times (2B_r + 1)\), \( \sigma \) can be written as [14]

\[
\sigma = \frac{B_r}{\sqrt{-2.0 \times \ln(\xi)}},
\]

where, in this example, \( \xi \) is set to value 0.0001. Variable \( B_r \) in the formula stands for the radius of the blur kernel. Therefore, the Gaussian filter in (2) can be expressed in terms of the filter’s size.

Therefore, the blur function \( B \) in Figure 1(b) is defined as a function of \( B_r \). As shown by this figure, the size of the blur filter kernel applied to the pixels located at the center of the image is small, and the filter’s size is gradually increasing towards the border of the image. Blur filter with larger size gives more blur to the image, as compared to blur filter with smaller size. As a consequence, in Figure 1(c), the image appears relatively sharper at the center region (i.e., regions where blur filters with small size are applied), as compared with the regions on the border (i.e., regions where blur filters with larger size are applied).

By inspecting the image profiles shown in Figure 1(d), the effect of the blur filter can be observed. When comparing the profile from the sharp image \( C \) with the blurred image \( F \), it is shown that blur filter changes the step edges in \( C \) to become ramp edges in \( F \). This figure also shows that the slope of the edges is becoming more gradual when the size of the blur filter applied is bigger (i.e., when the blur effect becomes more serious).

Therefore, the degree of blurs can be observed by inspecting the edges on the image. Sharp regions have narrow edge width, while blur regions have wider edge width. This is the main approach used by this proposed method in detecting the blur regions.

Figure 2 shows the general view of this proposed method. As shown by this figure, the proposed method has three main blocks. These blocks are (1) preliminary processes, (2) blur detection, and (3) image downsampling. The proposed method takes the information from the blur detection stage and uses it in its image downsampling stage, so that more blur information from \( F \) can be embedded into \( f \).

2.1. Preliminary Processes. As mentioned in the previous section, the determination of the degree of blurs is by inspecting the edges on the image. It is well known that the edges can be enhanced by calculating its gradient value. Therefore, the main purpose of this preliminary process is to emphasize the edges from \( F \). As shown in Figure 3, the input for this stage is the original image \( F \), while the outputs from this stage are the gradient magnitude \( G_m \) and two gradient directions, \( G_{\theta_1} \) and \( G_{\theta_2} \).
2.1.1. Determination of Gradient Components. At this stage, the gradient values (i.e., $G_x$ and $G_y$) of the input image $F$ at every spatial coordinate $(i, j)$, within the matrix of size $M \times N$ pixels, are calculated. These gradient values are obtained by applying 2-dimensional directional derivatives as given in the following equation:

$$
\begin{bmatrix}
G_x(i, j) \\
G_y(i, j)
\end{bmatrix} = \begin{bmatrix}
dF(i, j) \\
\frac{d}{dy}F(i, j)
\end{bmatrix},
$$

where $G_x$ is the first-order derivative in $x$-direction (i.e., horizontal direction) and $G_y$ is the first-order derivative in $y$-direction (i.e., vertical direction).

Sobel filter [15] is used to find the approximation to the gradient values at each point $(i, j)$ in $F$. Sobel operators are chosen because they have lower sensitivity towards the image noise, as compared with the Robert cross filter or Laplacian filter [16]. Therefore, this condition brings an advantage to the proposed method’s algorithm. This is because Sobel operators enable this method to give more focus on blur issue, which is the main concern of this thesis.

Calculation of Gradient Magnitude. The gradient magnitude $G_m$ combines the information from $G_x$ and $G_y$, using the following equation:

$$
|G_m(i, j)| = \sqrt{|G_x(i, j)|^2 + |G_y(i, j)|^2}.
$$

Figure 1: (a) An ideal clean image $C$. (b) The blur $B$ as a function of the radius $B_r$ of the blur kernel. (c) A blurred image $F$ according to (1). (d) Image profile of $C$ and $F$ along $x$-axis, at $y = 199$.

Figure 2: Overview of the process involved in this proposed method.
Preliminary processes

- Calculate gradient magnitude, $G_m$
- Calculate gradient directions, $G_{\theta 1}$ and $G_{\theta 2}$
- Calculate horizontal derivative, $G_x$
- Calculate vertical derivative, $G_y$

**Figure 3:** The block diagram for the preliminary processes.

**Figure 4:** Gradient magnitude $G_m$ calculated from the gradient components $G_x$ and $G_y$.

Figure 4 shows the calculated $G_m$. As presented by this figure, $G_m$ shows the locations of the edges on image F. The gradient magnitude is higher at sharper region, as compared to blurred regions. This figure also shows that the width of the edges becomes wider when the blurs are serious.

### 2.1.2. Calculation of Gradient Orientations

Gradient orientation, or edge direction, indicates the direction of the vector normal to the edge point, with respect to the horizontal direction (i.e., $x$-axes). In the implementation of this proposed method, the gradient orientation $G_{\theta 1}$ is defined using a function called "atan2," which calculates the value of arctangent of all four quadrants as shown in Figure 5.

This "atan2" function calculates the arctangent value by taking two arguments, which are $G_x$ and $G_y$.

$$G_{\theta 1}(i, j) = \text{atan2}(G_y(i, j), G_x(i, j)).$$  

The function of "atan2" returns the value of the angle in radians, in the range between $-\pi$ and $\pi$. This means that the direction defined by $G_{\theta 1}(i, j)$ is taken to be the same as the angle defined in the opposite direction (i.e., $G_{\theta 1}(i, j) \pm \pi$ or $G_{\theta 1}(i, j) \pm 180^{\circ}$). This is shown by the example given in Figure 6.

In order to fulfill the abovementioned requirement, in the implementation of this proposed method, an additional edge orientation $G_{\theta 2}(i, j)$ is defined using the following equation:

$$G_{\theta 2}(i, j) = G_{\theta 1}(i, j) + \pi \text{ or } G_{\theta 2}(i, j) = G_{\theta 1}(i, j) + 180^{\circ}.$$  

An example of the gradient orientation $G_{\theta 1}$ is shown in Figure 7(a), because $G_{\theta 1}$ is defined between $-\pi$ and $\pi$ radians, this gradient orientation has both positive and negative values. On the other hand, in Figure 7(b), the directions are now turned $180^{\circ}$ against the original direction, where $G_{\theta 2}$ is defined between 0 and $2\pi$ radians. Therefore, as shown by this subfigure, all $G_{\theta 2}$ values are positive values.

### 2.2. Blur Detection

In this blur detection stage, the proposed method takes $G_m$, $G_{\theta 1}$, and $G_{\theta 2}$ from the preliminary processing stage, as its input. The output from this stage is an edge width map $E_w$, which brings the information regarding the width of the edges on the image. A general block diagram for this blur detection stage is shown in Figure 8. The calculation of the edge width starts on the edge, which is indicated by the local maximum points on the gradient magnitude $G_m$. The process, which is guided by $G_{\theta 1}$ and $G_{\theta 2}$, stops on the uniform regions, which can be identified from the local minimum stage.
Figure 6: Gradient orientation $G_{\theta_1}$ (in unit degrees) and its equivalent directions. (a) $G_{\theta_1}$. (b) $G_{\theta_1} + 180^\circ$. (c) $G_{\theta_1} - 180^\circ$.

Figure 7: Gradient orientation (in radians) obtained from the gradient components. (a) The original gradient orientation, $G_{\theta_1}$. (b) The modified gradient orientation, $G_{\theta_2}$.

Figure 8: The details of block diagram for the blur detection stage.

2.2.1. Local Maximum and Local Minimum. In order to find the local maximum points, the definitions for the local maximum are needed. Thus, in this research, Figure 9 shows this definition. As shown in this figure, there are three definitions for the local maximum locations:

1. defined at the gradient edge, from a region with constant value, moving towards lower gradient values (i.e., $G_m(i-1) = G_m(i) > G_m(i+1)$);
2. defined at the actual peak, where current gradient value is greater than the neighboring gradient values (i.e., $G_m(i-1) < G_m(i) > G_m(i+1)$);
3. defined at the edge from a region with increasing gradient value to a region with constant gradient value (i.e., $G_m(i-1) < G_m(i) = G_m(i+1)$).
Similarly, the definitions for the local minimum point are needed in order to search the local minimum locations. Figure 10 gives this definition for these local minimum points used in this thesis. There are three definitions used to define the local minimum locations, as presented by this figure:

1. defined at the edge from a region with decreasing gradient value to a region with constant gradient value (i.e., \( G_{\text{min}}(i-1) > G_{\text{min}}(i) = G_{\text{min}}(i+1) \));
2. defined at the gradient edge, from a region with constant value, moving towards higher gradient values (i.e., \( G_{\text{min}}(i-1) = G_{\text{min}}(i) < G_{\text{min}}(i+1) \));
3. defined at the actual valley, where current gradient value is the smallest when compared to the neighboring gradient values (i.e., \( G_{\text{min}}(i-1) > G_{\text{min}}(i) < G_{\text{min}}(i+1) \)).

For local minimum, some of the data locations failed to be detected and therefore create some “fragmented” regions in \( G'_{\text{min}} \). As a consequence, this will lead to inaccurate edge width calculation. In order to reduce this problem, in this proposed method, a binary mathematical dilation has been utilized. This operation has been selected as it can combine “fragmented” areas. The binary mathematical dilation \( \cap \) is defined as [14]

\[
G_{\text{min}} = G'_{\text{min}} \cap S = \left\{ z \mid (\hat{S})_z \cap G'_{\text{min}} \neq \emptyset \right\},
\]

where \( S \) is the structuring element and \( z \) is a set of points.

2.2.2. Measure the Edge Width. In order to measure the edge width \( E_w \), the idea based on the work by [5] is implemented in this stage of the proposed method. This idea is depicted in Figure 11. By inspecting the gradient maximum locations provided by \( G_{\text{max}} \), the location of the edge is identified. The coordinate \((i, j)\) is defined as the location of the edge when \( G_{\text{max}}(i, j) \) has value of 1, or logical “true.” Then, this algorithm takes this location as the starting point for the edge width measure. From this point, the algorithm traverses to search the location of the gradient magnitude local minimum in \( G_{\text{min}} \), which is the location where \( G_{\text{min}} \) has values 1. First, the method traverses to the “left side” of the edge. The distance between the location of the local maximum and the location of the local minimum is defined as \( E_l \). Then, the same traversing process is applied again from the edge (i.e., starting point) to the local minimum location but now in the opposite direction, which is on the “right side” of the edge. The distance found on this side is defined as \( E_r \). The width of the edge blur \( E_w \) is the distance between the two local minimums. This can be defined using the following equation:

\[
E_w = E_r + E_l + 1.
\]

In this equation, value 1 is added because the edge point was not included during the measurement of \( E_r \) and \( E_l \).

The idea presented in Figure 11 is actually the simplified concept, as it only shows how the method works for 1-dimensional data. Because an image is a 2-dimensional data, the edge width calculation process is not as simple as presented in the previous paragraph. For a 1-dimensional data, it is easy to define “left side” and “right side” as there are only two neighboring elements that need to be considered. For a 2-dimensional data, the elements now have eight neighboring elements. Therefore, for 2-dimensional data, the definitions for “left side” and “right side” are guided by the gradient orientations \( G_{\theta_1} \) and \( G_{\theta_2} \).

In order to ease the process of the traversing, two functions are defined. These two functions are index_L and index_R, which are based on the eight neighboring elements shown in Figure 12. These two functions take angle \( \theta \) as their input and are given by (10) and (11), respectively.
Figure 12: (a) Definition for index $x$. (b) Definition for index $y$.

$$\text{index}_x (\theta) = \begin{cases} -1 & \left( \frac{5}{8} \pi \leq \theta \leq \pi \right) \text{ OR } \left( \pi \leq \theta \leq \frac{9}{8} \pi \right) \text{ OR } \left( -\pi \leq \theta \leq -\frac{5}{8} \pi \right) \\ 1 & \left( 0 \leq \theta \leq \frac{3}{8} \pi \right) \text{ OR } \left( \frac{13}{8} \pi \leq \theta \leq 2\pi \right) \text{ OR } \left( \frac{3}{8} \pi \leq \theta \leq 0 \right) \\ 0 & \text{otherwise} \end{cases}$$ (10)

$$\text{index}_y (\theta) = \begin{cases} -1 & \left( -\frac{7}{8} \pi \leq \theta \leq -\frac{\pi}{8} \right) \text{ OR } \left( \frac{9}{8} \pi \leq \theta \leq \frac{15}{8} \pi \right) \\ 1 & \left( \frac{\pi}{8} \leq \theta \leq \frac{7}{8} \pi \right) \\ 0 & \text{otherwise} \end{cases}$$ (11)

Figure 13 shows the flowchart used by this proposed method to determine the edge width $E_w$. It is worth noting that this process is executed only when $G_{max}(i,j)$ is equal to 1 (i.e., at the edge element). As shown in this figure, the process of the edge width calculation can be divided into three main stages:

1. finding the value of $E_l$;
2. finding the value of $E_r$;
3. assigning the values to $E_w$.

The process of finding the value of $E_l$ is almost the same as the process of finding $E_r$, except that the latter gives more priority towards $G_{th}$.

As shown by the flowchart in Figure 13, 2-dimensional array mask is used in the process. If the input image $F$ is of size $M \times N$ pixels, the size of mask is also of size $M \times N$ pixels. This array is used to mark the locations that are involved in the traversing process. Other variables, which are left, right, top, and bottom, define the region of interest (ROI). This ROI is a rectangle identified from two coordinates, which are $(y_1, x_1) = \text{(top, left)}$ and $(y_2, x_2) = \text{(bottom, right)}$. Coordinate $(y, x)$ presents the current location, while coordinate $(y', x')$ is the temporary location. In addition to the conditions shown in this flowchart, the traversing process on each “side” will also be terminated if the method points to the element located outside the area defined by the image.

Figure 14(a) shows the edge width calculated by using $G'_{\min}$. As shown in this figure, the obtained edge width is not accurate, as the values are significantly higher at the uniform region as compared to the regions near the edges. This is because the traversing process during the calculation “leaks” through the discontinuities of local minimum points defined by $G'_{\min}$.

On the other hand, by improving $G'_{\min}$ through mathematical morphological dilation operation, $G_{\min}$ is obtained. The edge width $E_w$ obtained from $G_{\min}$ is presented in Figure 14(b). As shown in this figure, the obtained values are more accurate because it is proportional to the blur kernel function shown in Figure 1(b).

2.3. Image Downsampling. If a downsampling factor $L$ is used, each element in $e_w$ is presented by $L \times L$ elements in $E_w$: 
$
\begin{bmatrix}
E_w(i, j) & E_w(i, j + 1) & \cdots & E_w(i, j + L - 1) \\
E_w(i + 1, j) & E_w(i + 1, j + 1) & \cdots & E_w(i + 1, j + L - 1) \\
\vdots & \vdots & \ddots & \vdots \\
E_w(i + L - 2, j) & E_w(i + L - 2, j + 1) & \cdots & E_w(i + L - 2, j + L - 1) \\
E_w(i + L - 1, j) & E_w(i + L - 1, j + 1) & \cdots & E_w(i + L - 1, j + L - 1)
\end{bmatrix}
$

\text{(12)}

Finding the value of } E_l 

Finding the value of } E_r 

Assign values to } E_w 

Figure 13: Flowchart for the edge width calculation.
In this algorithm, the thumbnail image $e_w$ for the edge width map $E_w$ is obtained by the averaging process. Yet, because $e_w$ presents the width of the blur in the thumbnail image, it is worth noting that as $E_w$ is downsampled by using a downsampling factor $L$, the edge width will also be scaled by $1/L$. Therefore, the value for $e_w$ at coordinate $(i, j)$ is defined by using the following formula:

$$e_w(i, j) = \frac{1}{L} \left\{ \sum_{k=0}^{L-1} \sum_{j=0}^{L-1} E_w(i+k, j+l) \right\}$$

$$= \frac{1}{L^2} \sum_{k=0}^{L-1} \sum_{j=0}^{L-1} E_w(i+k, j+l).$$

(13)

Embed Blur. In the implementation of this proposed method, the blur is embedded into $f$ by combining image $f_1$ with image $f_2$ using a weighted average approach. This process is shown in Figure 15 and can be expressed by the following equation:

$$f(i, j) = \omega_1(i, j) f_1(i, j) + \omega_2(i, j) f_2(i, j),$$

(14)

where $\omega_1$ and $\omega_2$ are the space-varying weight values. Here, $0 \leq \omega_1 \leq 1.0$ and $0 \leq \omega_2 \leq 1.0$. In order to make sure that the intensity values in $f$ are in the correct intensity range, the following restriction is applied:

$$\omega_1(i, j) = 1.0 - \omega_2(i, j).$$

(15)

This restriction implies that when more emphasis is given to $f_1(i, j)$ less emphasis will be given to $f_2(i, j)$ and vice versa.

3. Results and Discussions

This section presents the evaluations of the experimental results obtained from the proposed thumbnail algorithm. The performances of the algorithm are evaluated qualitatively and also quantitatively. This section is divided into two subsections.
3.1. Qualitative Evaluation Based on Visual Inspection. In this section, in order to evaluate the performance of the proposed method, four other thumbnail image algorithms are implemented and used as benchmarks. The methods that are included for comparisons are DPD method [1], DSD method [2], PDAF method with averaging filter [3], and thumbnail with blur and noise information (TBNI) [4]. Two test images \( F_1 \) and \( F_2 \) are used. Both images are with dimensions 1500 × 1000 pixels.

The result from downsampling image \( F_1 \) is shown in Figure 17. Figure 17(a) shows original high resolution image. Notice that the lion in this image is blurred, while the tree trunks in front of it are sharp. Figures 17(c)–17(f) show the five thumbnail images, including the thumbnail image from the proposed method. The downsampling factor \( L \) used is set to 10. The thumbnail images are with dimensions 150 × 100 pixels. As shown in Figure 17, thumbnail images from DPD, DSD, and TBNI are sharp, but noisy. Thumbnail image from PDAF and the proposed method (i.e., TBI) are smoother and more accurately represent the original image.

The result from downsampling image \( F_2 \) is shown in Figure 18. The original high resolution image is shown in Figure 18(a). As shown in this figure, the object, which is the crocodile, is blurred. Figures 17(c)–17(f) show the five thumbnail images versions. Same as the results from Figure 17, the downsampling factor \( L \) used is also set to 10. As shown in this figure, TBI method produces thumbnail image which represents more accurately the original image.

3.2. Quantitative Evaluation Based on Survey. In order to evaluate the performance of the proposed method properly, five other thumbnail image algorithms are implemented and used as benchmarks. The methods that are included for comparisons are DPD method [1], DSD method [2], PDAF method with averaging filter [3], thumbnail with blur and noise information (TBNI) [4], and thumbnail with integrated blur method (DIB) [8].

In this section, the analysis is done based on survey, conducted using 12 test images obtained from [17]. The downsampling factor \( L \) is set to 4 and 8. The survey questions asked about the preference on choosing between

1. TBI thumbnail image and DPD thumbnail image;
2. TBI thumbnail image and DSD thumbnail image;
3. TBI thumbnail image and PDAF thumbnail image;
4. TBI thumbnail image and TBNI thumbnail image;
5. TBI thumbnail image and DIB thumbnail image.

For each of the questions, only one answer is being chosen. Each question will test volunteer’s preference on two
Figure 17: $F_1$. Comparison of the proposed method with other methods with downsampling factor of 10.

thumbnail images, which are judged based on the original image. Volunteer will choose the preferred thumbnail (e.g., left thumbnail or right thumbnail) and put a scale (i.e., scale from 0 to 5) on how much the thumbnail being chosen corresponds more to the original image, as compared with another thumbnail. Scale of "0" will be selected if the two thumbnails being compared are of the same quality. The scale below shows scale indication as references:

(i) scale “5-left”: the thumbnail on the left side is totally different from the thumbnail on the right side. Almost, 90 percent of the blur or clear regions of the left thumbnail image are showing better correspondence to the original image;

(ii) scale “4-left”: the thumbnail on the left side is different from the thumbnail on the right side. Almost 70 percent of the blur or clear regions of the left thumbnail image are showing better correspondence to the original image;

(iii) scale “3-left”: the thumbnail on the left side is different from the thumbnail on the right side. Almost 50 percent of the blur or clear regions of the left thumbnail image are showing better correspondence to the original image;

(iv) scale “2-left”: the thumbnail on the left side is almost similar to the thumbnail on the right side. Almost 30 percent of the blur or clear regions of the left thumbnail image are showing better correspondence to the original image;

(v) scale “1-left”: the thumbnail on the left side is almost similar to the thumbnail on the right side. Less than
10 percent of the blur or clear regions of the left thumbnail image are showing better correspondence to the original image;

(vi) scale “0”: the thumbnail on the right is of the same quality as the thumbnail on the left corresponding to the original image;

(vii) scale “1-right”: the thumbnail on the right side is almost similar to the thumbnail on the left side. Less than 10 percent of the blur or clear regions of the right thumbnail image are showing better correspondence to the original image;

(viii) scale “2-right”: the thumbnail on the right side is almost similar to the thumbnail on the left side. Almost 30 percent of the blur or clear regions of the right thumbnail image are showing better correspondence to the original image;

(ix) scale “3-right”: the thumbnail on the right side is different from the thumbnail on the left side. Almost 50 percent of the blur or clear regions of the right thumbnail image are showing better correspondence to the original image;

(x) scale “4-right”: the thumbnail on the right side is different from the thumbnail on the left side. Almost 70 percent of the blur or clear regions of the right thumbnail image are showing better correspondence to the original image;

(xi) scale “5-right”: the thumbnail on the right side is totally different from the thumbnail on the left side. Almost 90 percent of the blur or clear regions of the

Figure 18: $F_2$. Comparison of the proposed method with other methods with downsampling factor of 10.
right thumbnail image are showing better correspondence to the original image.

Each section of the question consists of five preference questions. There are twelve sections for each set of questionnaires. There are two sets of questionnaires available. The total number of questions for each survey is 120 questions (i.e., 12 images × 2L/image × 5 comparisons/L); average completion time is 35 minutes including 5 minutes rest time in between the switching of L values. Each question estimated answering time is 15 seconds. For data compilation, graphs of box-and-whisker are plotted for comparisons of the proposed TBI method with other methods with the respective parameter L. Briefing is given to every volunteer prior to the survey process. The volunteer will choose one of the two thumbnails in each comparison question (e.g., TBI or DPD) and put a scaling of their choice, depending on their preferences.

The number of volunteers is 51; the volunteer’s age ranges from 20 years to 40 years and consists of both male and female in various faculties across the campus. Volunteers are given a briefing prior to the start of the survey and are being placed 60 cm in front of the 15.6-inch monitor screen of 1366 × 768 resolutions. The survey is done in a closed room, without any noise of sound. After the survey, box-and-whisker plots are generated to show the overall tendency of volunteers towards the thumbnail methods.

Box-and-whisker plots are ideal for comparing distributions because the center, spread, and overall range are immediately apparent. A box-and-whisker plot is a way of summarizing a set of data measured on an interval scale. It is often used in explanatory statistical data analysis.

Box-and-whisker plot is useful for indicating whether a distribution is skewed and whether there are potential unusual observations (outliers) in the data set. It is also very useful when large numbers of observations are involved and when two or more data sets are being compared. This type of graph is used to show the shape of the distribution, its central value, and its variability. In box-and-whisker plots, the ends of the box are the upper and lower quartiles, so the box spans the interquartile range. Besides, the median is marked by a horizontal line inside the box and the whiskers are the two lines outside the box that extend to the highest and lowest observations.

Figure 19 shows the box-and-whisker plot for TBI versus DPD thumbnail images survey. The median values in the plot for Figures 19(a) and 19(b) show that the overall volunteer tendency towards choosing TBI is slightly higher than DPD image for L = 8 and the tendency is roughly the same for L = 4. Most of the interquartile range falls between “0” and “1” towards TBI indicating a slight preference of user in choosing TBI. This tendency happens for both L = 4 and L = 8. The extreme value is scattered around the values of “2” and “3,” for both L = 4 and L = 8. Generally, the tendency of the user towards the comparisons between TBI and DPD is slightly towards TBI thumbnail. Therefore, the proposed TBI is slightly better than DPD in this survey analysis.

Figure 19: Box-and-whisker plot for TBI versus DPD thumbnail images survey.
error bar for both Figures 20(a) and 20(b) ranges mostly between the values of “2” and “3,” for both TBI and DSD. Overall, TBI and DSD have the same performance tendency in survey’s perspective for $L = 4$, but, for $L = 8$, the tendency is slightly given to TBI.

Figure 21 shows box-and-whisker plot for TBI versus PDAF thumbnail images survey. The overall value of median shows that TBI is slightly chosen over PDAF thumbnail image by the volunteer for both Figures 21(a) and 21(b).

The quartile 1 is mostly of value “0” while quartile 3 has value “1” as majority, for both $L = 4$ and $L = 8$. The extreme error bar value has low fluctuations range (e.g., values of “1” and “2”) for Figures 21(a) and 21(b), indicating that the preference of the survey in this comparison is quite stable. Overall, the tendency of choosing the proposed TBI image in this survey is slightly higher than PDAF.

Figure 22 shows box-and-whisker plot for TBI versus TBNI thumbnail images survey. The median of the plots
shows that both TBI and TBNI have the same tendency from the volunteer’s choice for both $L = 4$ and $L = 8$. Both median of $L = 4$ and median of $L = 8$ counteract each other in terms of preferences.

From quartile 1 and quartile 3, TBNI method shows roughly the same tendency compared with TBI for Figure 22(a), but the tendency is slightly higher for TBI in Figure 22(b). The error bar value for Figure 22 is high, indicating that there are extreme preferences from the volunteers for both TBI and TBNI. From this survey, the overall TBI shows slightly higher results than TBNI for $L = 8$, but the tendency for both TBI and TBNI is roughly the same for $L = 4$.

Figure 23 shows box-and-whisker plot for TBI versus DIB thumbnail images survey. Analyzing the median, it is obvious that TBI method is chosen over DIB method with a very high tendency from volunteers for both Figures 23(a) and 23(b).

Quartile 1 and quartile 3 also show that the choice is favourable towards TBI. The extreme minority value also
shows tendency towards TBI method for both \( L = 4 \) and \( L = 8 \). Therefore, from this survey, TBI method outperformed DIB with high preference from the volunteers.

4. Conclusion
The results and discussions have shown that this proposed method has obtained satisfactory thumbnail results. This method is successful in a way that it proposed a new method of generating thumbnail image based on edge analysis. Normal downsampling like DPD and DSD is a direct downsampling method, without preanalysis of the image. PDAF method with averaging filter shows smoother results, sometimes not corresponding to the sharp original image. DIB method shows more blurred thumbnail image, which does not correspond to the original image perceptually, while TBNI shows a roughly equal visual performance with the proposed method in this analysis. Overall, the proposed method has shown a satisfactory result of downsampling method based on edge analysis, which might not be in an obvious better way, but it is a new approach for a downsampling method.
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