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The present study investigates the parameter identification and the dynamic performance of a long-span bridge tower based on the output of a global positioning system (GPS) health monitoring system. The random decrement (RD) algorithm is used to estimate the tower displacement impulse response. Three methods are applied to extract the dynamic performance including least squares complex exponential (LSCE) method, Hilbert envelope method (HEM), and eigensystem realization algorithm (ERA). Results reveal that the HEM and LSCE method are more suitable to extract fundamental frequency and modal and damping ratios of the tower. Furthermore, the dynamic properties and statistical time series analysis of the GPS measurements illustrate that the traffic loads have a high significant impact on the semistatic and dynamic performances.

1. Introduction

Bridges performance has three types of movement components, in the time domain, which are static, semistatic, and dynamic movements’ components [1, 2]. The static and semistatic movements of structures are measured based on geodetic or displacement sensors techniques [3, 4]. In addition to conventional terrestrial surveying methods, using robotic total stations and similar surveying equipment, satellite-based positioning techniques have been widely used for monitoring the movement components of structures [1, 5, 6]. The dynamic component is a main factor to understand the response of structures under dynamic loads [7, 8]. Furthermore, the accelerometer sensors are extensively used for that purpose. They are installed on a number of points on the bridge girder and tower to estimate the bridge's dynamic performances (natural frequency, mode shapes, and damping ratio), but they are not adequate to precisely estimate the displacement components. The dynamic displacement can be obtained from accelerometer measurements by integrating the measured acceleration data [9, 10]. The vibration components are high in long-span bridges, and there exist both semistatic displacement and dynamic displacement induced by the dynamic effects [7, 11]. Therefore, the accelerometers are unable to accurately measure these movements in frequency domain but in time domain they are still limited [9, 10]. In contrast, the geodetic or displacement sensors systems are efficient tools to measure the displacement components but still hold certain limitations to explicitly capture the dynamic performance (damping ratio and natural frequency) of structures. Therefore, the random decrement (RD) algorithm with displacement measurements techniques is mostly used to estimate the dynamic performance of structures in time domain [10, 12].

One of the geodetic techniques broadly utilized to measure bridges displacement is global positioning system (GPS) technology [2–4]. Psimoulis et al. [13] and Meng [14] assessed the validity of the GPS application in the dynamic performance studies and found that the GPS provides comprehensive information concerning movement components and
oscillation frequencies of a wide range of engineering structures. GPS can also be used for identification of their dynamic characteristics and the transient or permanent changes to evaluate the structural health and integrity. Recently, the GPS has become a useful tool for measuring displacement responses of bridges, and the dynamic characteristics can be extracted with the increased GPS sampling frequency [2]. For example, Nakamura [1] has applied a 1 Hz GPS sampling frequency to measure long-span bridge response due to wind effects and compared it with acceleration measurements and concluded that the GPS is reliable to clarify the semistatic and wind dynamic response behaviors of long-span bridges. In addition, Elnabwy et al. [15] studied the movement components of a steel bridge based on 1 Hz sampling frequency and found that the GPS can be used to extract the movements’ components under low traffic load effects. Furthermore, Moschas and Stiros [2] used a 10 Hz GPS sampling frequency to extract the short-span bridge performance and revealed the potential of GPS to measure the displacement history and the dynamic performances. Görski [12] used 10 Hz sampling frequency to measure the dynamic performance of a chimney, and the results proved that the dynamic performance of tall structures can be determined based on GPS measurements.

The methodology of dynamic performance extracted from GPS measurements can be found in [1, 2]. In addition, the most frequently used methods, which were used earlier, are presented herein: the GPS/accelerometer integration is used widely to improve the GPS extracted dynamic performance [14, 16]. In addition, the integration and differentiation are widely used to extract the dynamic displacement and acceleration from the accelerometer and GPS measurements, respectively [14]. The double filtration is used to extract the dynamic displacement performance [2]. Furthermore, the fast Fourier transformation is used to extract the natural frequency and the random decrement method is used to identify the damping ratio. On the other hand, the dynamic performance analysis of structures can be studied in time and frequency domains [8]. Many studies have used the frequency domain with acceleration measurements [2, 14] and converted the acceleration into displacement to study the dynamic attributes in time domain [16]. In addition, the Enhanced Frequency Domain Decomposition (EFDD) and Stochastic Subspace Identification (SSI) techniques are two well-known identification methods on frequency and time domains [17, 18]. In addition, the two methods are shown much better with multiple-input data [17]. Nowadays, the GPS-health monitoring can be used directly to assess the structures’ performance in time domain, but the major problem regarding GPS applications is the measurement errors. The RD method is used to extract the impulse response function of structures’ displacement. In addition, the estimation of the dynamic structural performances in time domain depends on the impulse response function as concluded by Asmussen [19], Moises [20], and Tanyer [21]. Moises [20] compared between Hilbert envelope method (HEM), complex exponential method (CEM), and the Ibrahim Time Domain (ITD) method, and he found that the HEM gives more reliable damping ratio estimation than the CEM and ITD method in time domain. Tanyer [21] found that the performance of least squares complex exponential (LSCE) method is good with low noise effects in measurement, but when noise is present in the data, this method performs poorly. Moreover, Tanyer [21] stated that the eigensystem realization algorithm (ERA) is more reliable for dynamic performance estimation than the frequency domain methods.

The GPS system was experimentally used on the Tower of Yonghe Bridge to measure the ambient displacement [4]. Furthermore, the bridge deck performance and tower identification system are studied previously based on accelerometer and GPS measurements, respectively [4, 22, 23]. The environmental effects on bridges decks and towers are studied in [4, 22]. In addition, bridge deck dynamic performance is studied in [22, 24]. Moreover, the GPS/accelerometer integration for the monitoring of bridge towers is studied in [16]. The relation between bridges towers’ dynamic displacement and acceleration response versus external forces (traffic, wind, and temperature) was not clearly addressed in the past. Therefore, this study aims to investigate bridges towers’ dynamic performance based on GPS-20 Hz sampling frequency; and the random decrement method during long period monitoring system with external loads effects is applied. In this study, the time domain algorithms are used for the real monitoring data. Three fundamental and reliable algorithms are chosen to estimate the dynamic characteristics of the tower, namely, least squares complex exponential (LSCE) method, Hilbert envelope method (HEM), and eigen-system realization algorithm (ERA). In addition, the tower displacement components are studied in relation with the external loads.

2. Bridge and Monitoring System Description

Yonghe Bridge links Tianjin and Hangu cities as a part of highway network in China. The bridge is suspended structure system with two towers. The total span of the bridge is 510.00 m with a main span of 260.00 m (Figure 1). The 60.5 m high towers consist of two transverse beams. More details of the bridge construction materials and properties can be found in [20]. In 2007, the maintenance of the bridge was finished and the bridge reopened. For bridge response monitoring, a long-term structural health monitoring (SHM) system was designed [20]. The SHM system for the bridge comprises a data acquisition and processing system with a total of 179 sensors, including accelerometers, strain gauges, displacement transducers, anemometers, temperature sensors, weight-in-motion sensors, and three GPS receivers (Figures 1 and 2).

The data analyzed in this study are collected using two GPS (rover) receivers installed at the top of two towers and one base station clamped at a bank near the bridge (Figure 2). The GPS observations are real-time kinematic (RTK) with differential GPS (DGPS) system. The receivers are LEICA-GMX902 antenna (24-channel L1/L2 code and phase, 20 Hz data rate, Smart Track technology for high precession, accuracy of 1 mm + 0.5 ppm (horz.); 2 mm + 1 ppm (ver.)) and the GPS data were preprocessed using the software Leica-Spider 2.1 to improve and adjust the collected GPS data.
Figure 1: Bridge elevation and monitoring system (dimensions in cm).

The GPS receivers linked via internet to Spider server and raw data is streaming out from receiver to the Spider server. The server generates RINEX-RTK corrections and they are streamed out via TCP/IP to the field. Using Leica-Spider for real-time analysis and error modeling provides consistent high accuracy and improved RTK performance [4, 25]. Furthermore, the GPS measurements were free of any obstructions of the horizon view and more than 6 satellites were tracked continuously. The coordinate components for each observation epoch are derived. Hence, the time sequences of positions for each station located on the bridge were generated. The output of the two rovers was the time series of global Cartesian coordinates of the installed receivers in the WGS84 coordinate system. Therefore, the collected coordinate’s data are converted to a local bridge coordinate system (BCS) for the analysis and evaluation procedures. In this coordinate system, x-axis is aligned with the traffic direction; y-axis points are aligned towards the lateral direction; and z-axis gives the vertical direction of the bridge (Figure 2(b)). The analysis of the movements in this study is focused on the planar coordinates because the z-direction movement is not effective in this case. This coordinate system allowed evaluating the performance of the structure and describing the movements of the towers in an appropriate way as it is related to the movement directions of the towers. Herein, the receivers planar coordinates, which we examine in the present paper, consist of a time series of apparent horizontal displacement around a relative zero representing the equilibrium level of the monitoring point.

3. GPS Measurement Accuracy Assessment

Zhang et al. [26] estimated the measurement accuracy of monitoring GPS system based on statistical analysis for two days. Therefore, in this study, two days monitoring data, 11 and 12 January 2008, are considered for the analysis of the dynamic performance of the towers. One-minute, five-minute, ten-minute, and one-hour data with interval of one hour are selected to analyze 24 groups of data. The mean (m) and standard deviation (s) of observation residuals are listed in Table 1.

It can be seen from Table 1 that the accuracy obtained from one and five minutes is better than ±4 mm in both directions. Compared with the results obtained from ten minutes and one hour, the mean square error decreases with smaller data intervals and this complies with that of Zhang et al. [26]. Therefore, the results indicated that the GPS positioning accuracy is better than ±6 mm; in addition, this accuracy is acceptable to measure the semistatic and dynamic performances of the towers.

4. Preanalysis Towers Performance

The displacement components of the tower movements are calculated and discussed in this section. To analyze the towers performance, the GPS observations are first filtered to denoise the time series of GPS receiver’s outputs after converting the coordinates into the local bridge coordinate system. Also, to estimate the semistatic movement of
components of the towers, the low-pass moving average (MA) filter (0.025 Hz) is applied to remove the dynamic and noise components from the data. In particular, Moschas and Stiros [2] found that the MA filter is acceptable to classify the long and short period components. The dynamic response can be extracted from the short period components by applying a bandpass filter [2, 15]. Herein, we used a fourth-order Butterworth filter with bandpass of 0.2 to 0.5 Hz to extract the dynamic performance of the bridge towers at the first mode shape. The model shapes and frequencies of the Yonghe Bridge are calculated based on finite element analysis as presented in [16, 24]. Figure 3(a) shows one day
(11 January 2008) filtration of the towers monitoring data. Figures 3(b) and 3(c) represent the mean of the wind speed, temperature, and traffic numbers per 20 minutes for the same day, respectively. In addition, Figure 4 presents and illustrates the effect of MA filter and the scattered $x$ and $y$ plot of the monitoring data before and after filter application of the north ($x_2, y_2$) and the south ($x_1, y_1$) towers.

From Figure 3(a), it can be seen that the correlation between the two towers’ observations in $x$-direction is noted, except for the time interval from 8:30 to 18:30. In addition, the correlation between $y$-directions of the two towers is higher (0.85) than that of $x$-directions (0.57). Furthermore, the semistatic deformation components (filtered) of the two towers are in the same range of displacement, that is, between 3.22 and $-2.14$ cm in $x$-direction and between $0.75$ and $-0.77$ cm in $y$-direction of two towers. In addition, the maximum traffic across the bridge occurred during the period from 8:30 to 18:30, whereas the temperature and wind speed have small changes (Figures 3(b) and 3(c)). Accordingly, the traffic load is mainly responsible for the towers’ movements.

Figure 4 shows the collected movements for the south tower between $13.68$ and $-5.10$ cm and between $1.68$ and $-1.08$ cm in $x$-direction and $y$-direction, respectively; meanwhile, for the north tower, the movements are between $4.00$ and $-10.32$ cm and between $1.65$ and $-1.38$ cm in $x$-direction and $y$-direction, respectively. A combined examination of Figures 3 and 4 reveals that the movements of the two towers in $x$-direction due to the effect of the dynamic load are not...
symmetrical. From these results, it can be concluded that the dynamic effects are greater than semistatic effects on the towers. In addition, the $x$-direction movements of the towers are greater than the $y$-direction movements in both the semistatic and dynamic performances. In addition, from Figure 4(a), it can be seen that the low-pass MA filter denoises the GPS observations effectively and extracts the semistatic movement components. Moreover, the collected GPS data shows higher displacement with low traffic effects and hence signifies that the dynamic movements of towers are noisy which should be filtered prior to the dynamic performance investigation; thus, the bandpass filter (as shown in Figure 6) is utilized to account for the observed noises. In addition, it can be shown that the semistatic movements in $x$-direction for the south tower are the most efficient, while the north tower movements are shown to be uncorrelated with the traffic loads (see Table 2).

The main causes of the dynamic performance are ambient environmental and traffic loads effects. Li et al. [22] represented the relation between the environmental effect and bridge modal parameters and they concluded that the ambient environmental effect is insignificant on the entire bridge’s modal shape. Figure 5 represents the relation between the mean 20-minute GPS $x$-direction semistatic movement of the south tower and the traffic numbers, temperature, and wind speed, respectively, for three days from 0:00 on 10 January 2008 to 00:00 on 13 January 2008. In addition, the correlation coefficient between loads effects and displacement of the towers movements are listed in Table 2.

<table>
<thead>
<tr>
<th>Load</th>
<th>South tower</th>
<th>North tower</th>
</tr>
</thead>
<tbody>
<tr>
<td>Traffic</td>
<td>0.789</td>
<td>0.332</td>
</tr>
<tr>
<td>Wind speed</td>
<td>0.160</td>
<td>0.169</td>
</tr>
<tr>
<td>Temperature</td>
<td>$-0.277$</td>
<td>$-0.226$</td>
</tr>
</tbody>
</table>

Table 2: Correlation coefficient of ambient environmental and traffic load.

Figure 5: $x$-south tower movements versus average temperature, wind speed, and traffic loads.
Using linear fitting, the correlation coefficients between the x-direction displacement and traffic, wind speed, and temperature of the south tower are 0.789, 0.160, and –0.277, respectively, as shown in Figure 5 and Table 2. Furthermore, the maximum volume of traffic is between 10:00 and 17:00 for the three days. Thus this means that the main reason for the south tower movement is the traffic load.

From Table 2, it can be seen that the correlations between x-direction and y-direction of the south tower and traffic load are positive with high significant values, while the wind speed shows low significant effect. In addition, the temperature effects have a negative correlation with medium significant displacement effect for the two towers. On the other hand, the correlation of the north tower with traffic and wind speed is shown to be puzzled with assumed bridge symmetrical movement’s performances with the same load effects. The north tower’s displacement shows a high significant correlation with wind speed and low correlation with traffic load in x-direction and y-direction movements. Therefore, it can be concluded that the movements of the towers are not symmetrical in x-direction and maybe this is the main reason of bridge failure after five months from selection dates on this study [23]. The damage was observed for the closure segment at both side spans and at the support of piers, while the damage appears to be higher near to south tower (refer to Kaloop and Hu [23] and Li et al. [24]). Furthermore, it can be summarized that the traffic and wind loads affected the south and north towers behaviors, respectively, especially in x-directions. Moreover, the movements of southern tower are more significant, especially in x-direction. Therefore, the dynamic performance in x-direction for the south tower will be considered in the next section.

5. Dynamic Tower Performance Methods and Analysis

5.1. Theoretical Algorithm for Dynamic Properties Performance. This study aims to use the most common methodology to extract the dynamic performance of the Tower of Yonghe Bridge using GPS monitoring technique. Therefore, this part summarizes the random decrement method with an outlier application and three reliable algorithms to estimate the bridge damping and frequency.

5.1.1. Random Decrement (RD). The random decrement (RD) method has been extensively used for signature analysis of vibrating systems. It is one of the time domain signal processing methods that can be applied in an output-only modal analysis. The RD method can be used if the first natural frequency of a structure is greater than 0.05 Hz. More description of the RD method can be found in [27–29]. The autocorrelation function \( R_{XX}(\tau) \) between time series GPS observations \( x(t) \) for the time window period \( \tau \) can be presented as follows:

\[
R_{XX}(\tau) = E[x(t + \tau)x(t)],
\]

where \( E \) denotes the expected value. If the time lag of \( x(t) \) approaches zero, the variance equals the autocorrelation \( R_{XX}(0) = \sigma_x^2 \). Vandiver et al. [30] summarized the RD signature (\( \delta_{XX}(\tau) \)) when the excitation function can be treated as a zero mean, stationary, Gaussian, white noise random process:

\[
\delta_{XX}(\tau) = \frac{R_{XX}(\tau)}{\sigma_x^2}x_s,
\]

where \( x_s \) is the threshold level for the acquisition of sample time history \( x(t) \) and is generally defined as the root-mean-square value of system’s stationary displacement response \( x(t) \).

The nonstationary RD signature between two response channels \( X_1 \) and \( X_2 \) of dynamic displacement components of GPS measurements is developed by Lin and Chiang [27,28] and can be defined as

\[
\delta_{X_1X_2}(\tau) = \frac{E[X_1(t)X_2(t + \tau)]}{E[X_1^2(t)]}X_1(t)
= \frac{R_{X_1X_2}(\tau)}{\sigma_{X_1}^2}X_1(t),
\]

where \( X_1(t) \) is the reference being chosen as a response channel which contains overall richer frequency information [27, 28]. The nonstationary cross-RD signature calculated from (3) is in direct proportion to the nonstationary cross-correlation function under the assumption of Gaussian processes [28]. The ergodic stochastic response for the two response channels is assumed in this study. The extracted dynamic performance of structure from dynamic displacement of the GPS monitoring time series can be obtained using nonstationary RD signature (\( \delta_{X_1X_2}(\tau) \)) by the damped free oscillation function or impulse response function (IRF) (a(\tau)) according to the following equation:

\[
\delta_{X_1X_2}(\tau) = a(\tau) + m(\tau),
\]

where \( m(\tau) \) is the correction function of the approximation of the RD signature. In this study, the Mahalanobis distance (MD) outlier analysis is applied to estimate the correction.
values. The outlier analysis is important for anomaly detection, because the anomalies in measured values may be due to any reason such as noise, operational and environmental variation, or sensor malfunction, and thus will lead $X_i(t)$ matrices to exceed the thresholds and results in false data analysis. Outliers often contain useful information especially about the abnormal characteristic of system which impacts the data generation process. The preprocessing outlier analysis was carried out to further verify $X_i(t)$ data. This process will make the data flawless to be used for the extraction of oscillation modal parameter (damping ratio ($\zeta$) and natural frequency ($\omega_n$)). Figure 6 shows the overview of the method used to extract the IRF of the GPS monitoring displacement response.

5.1.2. Least Squares Complex Exponential (LSCE). The IRF, extracted from the RD signature, of the GPS output data is used to extract the dynamic performance. The LSCE is used to calculate the natural frequency and damping ratio from IRF-GPS output. In this case, the time responses are sampled at $2n + 1$ stance as follows [31]:

$$a_i(t_{2n}) = \sum_{k=1}^{2n} \varphi_k V_k^{2n},$$

where $V_k = e^{-\zeta_k \omega_n t}$ and $\varphi_k$ are unknown parameters. Prony’s method is used to determine the parameters of (5) with real coefficients ($\beta$) such that the following equation holds [21, 31]:

$$\beta_0 + \beta_1 V_k + \beta_2 V_k^2 + \cdots + \beta_{2n} V_k^{2n} = 0.$$  

Then multiply both sides of (5) and (6); and sum them together:

$$\sum_{j=0}^{2n} \beta_j a_i(t_j) = \sum_{j=0}^{2n} \beta_j \sum_{k=1}^{2n} \varphi_k V_k^j = \sum_{k=1}^{2n} \varphi_k \sum_{j=0}^{2n} \beta_j V_k^j.$$  

From the assumption in (5), the term $\sum_{j=0}^{2n} \beta_j a_i(t_j) = 0$; therefore, with setting $\beta_{2n} = -1$, this term can be transformed to

$$\beta_0 a(0) + \beta_1 a(1) + \beta_2 a(2) + \cdots + \beta_{2n-1} a(2n-1) = a(2n).$$  

If $4n$ samples are taken from the IRF, the Hankel matrix can be constructed as follows:

$$[a(0) \quad a(1) \quad \cdots \quad a(2n-1)]$$

$$[a(1) \quad a(2) \quad \cdots \quad a(2n)]$$

$$\vdots \quad \vdots \quad \cdots \quad \vdots$$

$$[a(2n-1) \quad a(2n) \quad \cdots \quad a(4n-2)]$$

$$= [a(2n) \quad a(2n+1) \quad \cdots \quad a(4n-1)]$$

Equation (9) can be rewritten as $H\beta = a$; from this equation, the least square is used to calculate the parameter $\beta$ and $V_k$ can be estimated from (6) as follows:

$$\beta = (H^T H)^{-1} H^T a,$$

$$\omega_n = f_s \sqrt{\ln V_k \ln V_k^*},$$

$$\zeta = -\frac{\ln V_k V_k^*}{2\omega_n f_s},$$

where $f_s$ is the GPS sampling frequency (in our case $f_s = 1/20$) and $*$ refers to the conjugate transpose of the $V_k$ matrix.

5.1.3. Eigensystem Realization Algorithm (ERA). ERA is a minimum-order realization technique and it is an extension of the Ho-Kalman algorithm that uses singular value decomposition technique for denoising [21]. The realization matrices can reproduce system’s input-output relationship [31]. ERA begins with the definition of the Markov parameter of a state space model. Consider a discrete time state space model such that

$$x_{k+1} = Ax_k + e_{k+1},$$

$$y_k = Cx_k + e_k,$$

where $e_{k+1}$ and $e_k$ are the state noise and modeling inaccuracies vectors, respectively, and they are anticipated as zero mean, and $x_{k+1}$ is the state vector at time instant $k$, $y_k$ is a vector with the sampled outputs, and $A$ and $C$ are the discrete state and output matrix, respectively.

The output $y_k$ in this case is the impulse response of system $a(r)$. Therefore, the impulse response can be assumed as follows [21]:

$$a(r) = \begin{cases} 1 & n = 1 \\ CA^{n-1} & n > 1. \end{cases}$$

The term of $CA^{n-1}$ is a Markov parameter of state space model. Therefore, to estimate the output parameters, the impulse response can be defined as the following system [21, 31]:

$$Y(k) = CA^{n-1},$$

where $Y(k)$ has a dimension of $n \times l$ and $l$ is the dimension of output channels. In practice, it is constructed by column wise concatenation of observation vectors resulting from $l$ different outputs channels. The algorithm begins by constructing $rn \times sl$ generalized Hankel matrix:

$$H(k-1)$$

$$Y(k) \quad Y(k+1) \quad \cdots \quad Y(k+s)$$

$$Y(k+1) \quad Y(k+2) \quad \cdots \quad Y(k+s+1)$$

$$\vdots \quad \vdots \quad \cdots \quad \vdots$$

$$Y(k+r) \quad Y(k+r+1) \quad \cdots \quad Y(k+r+s)$$
The singular value decomposition of the generalized Hankel matrix $H(0)$ can be calculated as follows:

$$H = USV^T = (U_1 U_2) \begin{pmatrix} S_1 & 0 \\ 0 & S_2 \end{pmatrix} \begin{pmatrix} V_1^T \\ V_2^T \end{pmatrix} = U_1 S_1 V_1^T = U_2 S_2 V_2^T.$$  (15)

The matrix $U$ contains a set of orthonormal "output" basis vector directions for $H$, while $V$ contains a set of orthonormal "input" basis vector directions for $H$. The matrix $S$ contains singular values of the decomposition along its diagonal; here, $S$ is block-separated into two parts, $S_1$ and $S_2$. The smallest singular values in matrix $S$ are grouped as $S_2$ and can be neglected. In contrast, the largest sets of singular values, $S_1$, dominate the system and provide a means of assessing the system order [28]. Therefore, the structural discrete state matrix $A$ can be written as follows [31, 32]:

$$A = \frac{1}{\sqrt{S_1}} U_1^T H_{2(i+1)} V_1 \frac{1}{\sqrt{S_1}},$$  (16)

where $H_{2(i+1)}$ is Hankel matrix for covariance from 2 to $i+1$. Therefore eigenvalues and eigenvectors can be obtained by the decomposition of the state matrix $A$. Then the modal parameters can be estimated from $A$ matrix as presented in [31–33].

5.1.4. Hilbert Envelope Method (HEM). The IRF ($a(t)$) of a single-degree-of-freedom system can be described as follows:

$$a(t) = A e^{-\zeta \omega_n t} \sin (\omega_n \left(\sqrt{1 - \zeta^2} \right) t),$$  (17)

where $A$ is the residue. Therefore, the analytic signal can be expressed as follows:

$$\tilde{a}(t) = A e^{-\zeta \omega_n t} \left( \sin (\omega_n \left(\sqrt{1 - \zeta^2} \right) t) \\
+ i \cos (\omega_n \left(\sqrt{1 - \zeta^2} \right) t) \right),$$  (18)

where cosine signal was calculated using Hilbert transform technique as shown in [34]. Therefore, the magnitude of the analytic signal eliminates the oscillatory component and gives the envelope as follows:

$$|\tilde{a}(t)| = A e^{-\zeta \omega_n t}.$$  (19)

Taking the natural logarithm of each side yields

$$\ln |\tilde{a}(t)| = \ln \left( A e^{-\zeta \omega_n t} \right) = \ln(A) - (\zeta \omega_n ) t.$$  (20)

This is a linear equation. If the slope of the line is calculated, the damping ratio can be estimated as follows:

$$\zeta = -\frac{\text{slope}}{\omega_n}.$$  (21)

5.2. Results Finding and Discussions. From the previous analysis, it is concluded that the traffic loads are a main reason of the $x$-direction movements of the south tower. Therefore, in this section, $x$-direction of south tower dynamic response will be studied. Figure 7 shows the south tower response of the dynamic displacement component which is calculated based on Butterworth bandpass filter as shown in Figure 6 and accelerometer acceleration measurement in $x$-direction at 12:00–13:00 on 11 January 2008. This figure illustrates the response of the tower with maximum traffic load effect, whereas at this period the traffic volume passes of the bridge are about 200 vehicles/20 min.

The GPS-dynamic movement components are highly matched with the acceleration response of the tower, as shown in Figure 7. In addition, the maximum response of GPS-dynamic and accelerometer acceleration occurred at 2667 sec for the present monitoring one-hour time period. Furthermore, Figure 8 shows the time frequency of fundamental frequency mode for the same period time selection of the GPS and accelerometer measurements. The frequency is calculated based on Hilbert transform (HT) method [34]. The fourth-order Butterworth bandpass filter of 0.2–2.0 Hz and 0.2–0.5 Hz is applied to extract the frequency of the accelerometer and the GPS measurements, respectively, that is, including all frequencies extracted from the GPS measurements [35, 36]. From Figure 8, it is seen that the mean fundamental frequency modes of the GPS-dynamic component and acceleration responses are much closer. The mean fundamental frequency of acceleration and GPS-dynamic responses are 0.416 and 0.446 Hz, respectively; in addition, the fundamental frequency using the finite element model is 0.418 Hz [24]. Therefore, the dynamic displacement calculated can be used to detect the dynamic properties of the tower.

The three-day (from 0:00 on 10 January 2008 to 00:00 on 13 January 2008) dynamic properties of the south tower in $x$-direction are represented in this part. The dynamic properties
of the south tower are calculated based on three methods, presented previously, to extract the frequency and damping ratios. The time interval of the segment can be selected based on Borch's theorem; Li et al. [22] represented this theory. In this study, the frequency resolution need is a main aim of the time interval required. Therefore, in this study, the frequency resolution is set as 0.0833 Hz to meet the requirement of GPS-dynamic performance [36]. Therefore, the time interval required is 20 min for recorded GPS response with sampling frequency of 20 Hz.

Figure 9 illustrates the RD and IRF of the first 20 minutes of Figure 7. In this study, we are using the maximum traffic load time period, which is about 200 vehicles/20 min, as a reference channel, as shown in Figure 6. In addition, Górski [12] recommended the number of time segments to be greater than 900 and time interval of the RD signature to be greater than 200 s. In this study, we used number of time segments of 4800 and time intervals of 200 s.

The calculated damping ratio from RD and IRF signatures is 3.22 and 6.02%, respectively, as shown in Figure 9. Li et al. [24] analyzed the bridge models based on finite element and compared the results with the modes identified. The comparative results showed that the absolute differences of the natural frequencies are within 3% [24], which means that the natural frequency and damping ratio calculations can be used as reference values in this study. The damping ratio of the first vertical model, with fundamental frequency of 0.417 Hz, is found to be 6.54% [24]. Therefore, the outlier applied is affected to extract the damping ratio within 7.95%. This result concluded that the model design summarized in Figure 6 is affected and can be used to extract the dynamic properties of the tower.

In this study, using only the IRFs, the time domain identification algorithm is adopted to obtain the damped natural frequencies and the damping ratios from the GPS data. In addition, the IRF data of the GPS measurements is measured clearly based on the comparison with previous studies. Therefore, the modal parameters of the GPS measurements can be estimated by using the LSCE, ERA, and HEM algorithms based on IRF’s calculations. The maximum GPS-dynamic response, at 2667 sec, is selected as a reference channel to calculate the IFR for each 20 minutes for the three monitoring days. Herein, we have designed Matlab code based models for each algorithm to calculate the damping ratio and fundamental frequencies for each time segment. LSCE built the Hankel matrix for each time segment (see (9)) and estimated the model parameters using least square solution (see (10)). The time domain IRFs of GPS estimate are utilized as a state space representation in (11) for the ERA method. Therefore, the singular value decomposition of Hankel matrix is applied to find the dynamic performance of the structure (see (14)–(16)). The analytic signal, for the extracted IRF’s GPS, of time segments of HEM is calculated as in (18). The magnitude of the analytic signal eliminates the oscillatory component and it is calculated using (19). The slope of the straight line and the frequency calculated by (20) and Hilbert transform, respectively, are used to estimate the damping ratio of the tower.

Figure 10 represents the fundamental frequency and damping ratio of the tower in x-direction for the three methods that were presented previously. In addition, Table 3 illustrates the comparison between the three methods used.

From Figure 10(a) and Table 3, it can be seen that the mean damping ratio calculations from the three methods are very close, while the relative change (RC) between mean calculation and 6.54%, which is calculated by Li et al. [24], is shown to have many changes. The worst case method is the ERA method, while the HEM and LSCE method show small relative changes. In addition, the range variance of the HEM is smaller than the ERA and the LSCE method. Furthermore, the relative change of the LSCE method is smaller than the HEM and the ERA method. It means that the HEM and LSCE method are suitable to detect the damping ratios of the extracted IRF-GPS-dynamic performance of the tower. Furthermore, Figure 10(b) and Table 3 show that the relative change between the calculated frequencies and fundamental frequency (0.417 Hz [24]) of HEM is smaller than the ERA and the LSCE methods. Furthermore, the three methods can be utilized to estimate the fundamental frequency with different accuracies. The LSCE method shows smaller range variance than the HEM and ERA method. Therefore, the HEM and LSCE method can be used to extract fundamental frequency modal of the GPS-dynamic performance. However, the two methods can be used to
detect the dynamic properties of the tower response. The HEM is easy to use and is reliable and thus was adopted in this study. On the other hand, the results reveal that the GPS-dynamic response contains less effective noises based on Tanyer [21] conclusions, implying that the filters used are appropriate enough to extract the actual response of the tower.

The correlation coefficients between affecting loads and damping ratios and fundamental frequencies calculated based on HEM are listed in Table 4. Figure II illustrates the correlation between traffic numbers and HEM damping ratio and fundamental frequencies. The results in Figure II and Table 4 show that the traffic loads factors have a strong impact on damping ratios and fundamental frequency. Furthermore, the low impact is shown with wind speed and...
temperature effects. Therefore, the traffic loads effects have a high significant impact on the dynamic performance of the tower.

Finally, it can be concluded that the tower performance analysis of semistatic and dynamic movements components refers to the effectiveness of moving average and fourth-order Butterworth filters to extract the full tower movements. In addition, the design impulse response based on outlier analysis with HEM and LSCE method is suitable and can be used to detect the dynamic properties of the tower after removing the noises effects. Herein, it should be mentioned that the performance of the LSCE method is adequate when there is no noise effect, while with noise effect in the data this method performs inefficiently [21]; therefore, the applied filter and outlier increased the calculation accuracy of this method. In addition, the ERA incorporates singular value decomposition to counteract inherent noise effects but the Hankel matrix size affected the accuracy of dynamic properties calculation; therefore it gives unsatisfactory results in this study. Meanwhile the HEM seems to be more reliable for dynamic performance estimation than the ERA, when the IRF is truncated using Mahalanobis distance outlier analysis. In addition, the analyzed movements components and loads effects show that the main reason of tower movement and modal identifications is traffic load, while the ambient environmental effects are shown to have insignificant effect.

6. Conclusions

Based on the GPS measurements of the tower bridge response to traffic and ambient environmental loads, the fundamental frequency could be extracted first. The previous studies and bridge analysis represent the fundamental frequency and damping ratio of first mode shape which are 0.418 Hz and 6.54%, respectively. In this study, the moving average filter is applied to extract the semistatic displacement component and moving average with Butterworth bandpass filter which are utilized to detect the dynamic displacement component. The filters’ results reveal that the moving average filter is effective to denoise the GPS observations and extracts semistatic movement components; furthermore, the comparison between the calculated GPS-dynamic displacement component and observed acceleration response shows that the two responses are highly matched on the time statistical analysis.

The statistical analysis of semistatic three-day responses of bridge towers with traffic and ambient environmental effects illustrates that the $x$-direction movements of towers are more affected than the $y$-direction movements in semistatic performances. In addition, the significant effect of traffic loads with respect to $x$-direction and $y$-direction of the south tower can be noticed, while the environmental effects have shown lower significance. Furthermore, the correlation of north tower with traffic and wind speed is shown to be puzzled with assumed bridge symmetrical movement's performances with the same load effects. The north tower displacement correlation has shown high significance with wind speed and low significance with traffic loads in $x$-direction and $y$-direction movements. Therefore, it can be concluded that the movements of towers are not symmetrical, especially in $x$-direction, and might be rendered as primary reason of bridge failure after five months from selection dates on this study.

Because of the high sampling frequencies of GPS monitoring systems, the investigation of dynamic characteristic by time domains methods is found to be more suitable in this study. In order to estimate the fundamental frequency and corresponding damping ratios of the tower, the random decrement was applied with Mahalanobis distance outlier analysis. The estimated tower impulse response has shown that the outlier analysis applied is effective to extract the damping ratio within 7.95%. Furthermore, the fundamental frequency and damping ratio calculated are shown to be much closer, compared with previous studies. It infers that
the model impulse response design can be used to extract the dynamic performance of the bridge.

In this study, least squares complex exponential (LSCE) method, Hilbert envelope method (HEM), and eigensystem realization algorithm (ERA) method are used to detect the damping ratios and fundamental frequency of the south tower in x-direction using data of three monitoring days. The comparison between three methods reveals that the HEM and LSCE method are suitable to detect the damping ratios and fundamental frequency of extracted GPS-dynamic performance. In addition, the dynamic properties analysis concludes that the traffic loads have shown a high significant impact on the dynamic performance of the tower, while the ambient environmental effects are quite insignificant.
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