Research Article

Downward-Looking Linear Array 3D SAR Imaging Based on Multiple Measurement Vectors Model and Continuous Compressive Sensing

Qi-yong Liu,1,2 Qun Zhang,1,2,3 Fu-fei Gu,4 Yi-chang Chen,1,2 Le Kang,1,2 and Xiao-yu Qu1

1Information and Navigation College, Air Force Engineering University, Xi’an 710077, China
2Collaborative Innovation Center of Information Sensing and Understanding, Xi’an 710077, China
3Key Laboratory for Information Science of Electromagnetic Waves, Fudan University, Shanghai 200433, China
4China Satellite Maritime Tracking and Control Department, Jiangyin 214431, China

Correspondence should be addressed to Qun Zhang; zhangqunnus@gmail.com

Received 17 January 2017; Accepted 20 March 2017; Published 5 April 2017

Academic Editor: Stephane Evoy

Copyright © 2017 Qi-yong Liu et al. This is an open access article distributed under the Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

This paper concerns the problems of huge data and off-grid effect of cross-track direction in downward-looking linear array (DLLA) 3D SAR imaging. Since the 3D imaging needs a great deal of memory space, we consider the methods of downsampling to reduce the data quantity. In the azimuth direction, we proposed a method based on the multiple measurement vectors (MMV) model, which can enhance computational efficiency and elevate the performance of antinoise, to recover the signal. Further, in cross-track direction, since the resolution is restricted by the length of array, as well as platform size, the influence of off-grid effect is more serious than azimuth direction. Continuous compressive sensing (CCS), which can solve the off-grid effect of the classical compressive sensing (CS), is presented to obtain the precise imaging result under the noise scenarios. Finally, we validate our method by extension numerical experiments.

1. Introduction

Downward-looking linear array three-dimensional synthetic aperture radar (DLLA 3D SAR) can not only overcome the restrictions of shading and layover effects [1, 2], but also keep the advantages of conventional SAR. In DLLA 3D imaging, the height resolution can be acquired by transmitting big bandwidth signal, and the azimuth (along-track) resolution can be acquired by synthetic aperture formed by platform movement, and the cross-track resolution can be acquired by linear array along cross-track direction [3, 4]. DLLA 3D SAR has obtained attention abroad in recent years. Many scholars have extended the conventional SAR imaging algorithms into DLLA 3D imaging, for example, 3D chirp scaling algorithm [5], 3D range migration algorithm [6], and 3D polar format algorithm [7]. To obtain superresolution imaging result, Chen and Zhang introduced the multiple signal classification (MUSIC) algorithm in cross-track direction and azimuth direction processing [8]. Furthermore, Zhang et al. combined the fast Fourier transform and MUSIC (FFT-MUSIC) to promote the computational efficiency [9].

In practical, the 3D observed scene behaves with typical sparsity in a certain domain. Sparse signal recovery and compressive sensing (CS) methods provide a solution to 3D imaging algorithm. Zhang et al. produced 2D SL0 algorithm for signal reconstruction on azimuth and cross-track direction [10]. But, in the classical model of CS, the sparse signal is recovered from a single measurement vector, which is called single measurement vector (SMV) model [11]. In DLLA 3D imaging, linear array can get multi-SMV along azimuth. Meanwhile, each SMV signal has the same sparse structure. We consider the problem of finding sparse representation of signals in azimuth direction from multiple measurement vectors, which is known as the MMV model [12]. Compared to SMV model, MMV model can enhance the computational efficiency and elevate the antinoise performance.
Actually, within the classical CS framework, the signal has to be represented with a finite discrete dictionary. However, signals in applications such as radar, array processing, and communication are usually specified by parameters in a continuous domain. In order to apply the theory of CS to these applications, researchers have to adopt a discretization procedure to reduce the continuous parameter space to a finite set of grid points [13, 14], which otherwise will cause the off-grid effect [15, 16]. Due to the poor resolution of cross-track direction, the off-grid effect has a greater impact in cross-track direction than azimuth direction.

To solve the off-grid effect, many methods based on sparse representations have been proposed [17, 18]. But these methods are also based on the discretization processing. Based on atomic norm, atomic norm minimization approach is proposed [19]. By reformulating the atomic norm minimization (ANM) as a semidefinite programming (SDP) problem, the signal can be recovered from continuous dictionary instead of discrete dictionary. This method is also called continuous compressive sensing (CCS). CCS has been applied to line spectral estimation and direction of arrival (DOA) estimation to solve the off-grid problem [20–22]. Furthermore, Bao et al. introduce the CCS to DLLA 3D SAR [23, 24].

In this paper, we exploit MMV model and CCS method for DLLA 3D SAR imaging at azimuth and cross-track direction. Firstly, if we want high azimuth resolution, the azimuth synthetic aperture is also very long, which will cause huge sampling number. Thus we proposed a method based on MMV model to recover azimuth signal. Compared to SMV model, MMV model will enhance the computational efficiency and elevate the performance of antinoise. Furthermore, in cross-track, the resolution is restricted by the length of array, as well as platform size; the influence of off-grid effect is more serious than azimuth direction. So we utilize CCS method, which can solve the off-grid effect of CS, to obtain the precise imaging result under the noise scenarios. Finally, we validate our theory by extension numerical experiments.

The rest of this paper is organized as follows. Section 2 formulates the signal model of DLLA 3D SAR. Section 3 builds the MMV model along cross-track to reconstruct the azimuth signal. In Section 4, the CCS method is presented to reconstruct cross-track signal. Simulation experiments are carried out in Section 5. Finally, some conclusions are drawn in Section 6.

2. DLLA 3D SAR Imaging Modeling

The imaging geometry of DLLA 3D SAR using linear array is shown in Figure 1. The platform is supposed to fly at the altitude $H$ along the flight path (azimuth direction) of the platform ($X$-axis) with the velocity $v$. The linear array is composed of $N$ antenna elements, which are mounted underneath the wings along the cross-track direction ($Y$-axis) and symmetrical about $Z$-axis, and equally spaced with the distance $d$. The $Z$-axis denotes the height direction (range direction). Assuming $N$ is odd number, the $n$th antenna element is located at $A_n(x_m, y_n, H)$ at slow time $t_m$, where $x_m = vt_m, y_n = (n - (N-1)/2) \cdot d$. $A_nA_n' \perp XOY$. $\perp$ is the vertical symbol. Additionally, the linear array of $N$ elements can also be obtained with sparse MIMO array by equivalent phase center principle [25]. In this paper, we do not consider the wings oscillations, which will be studied in the future. The form of single-transmission and multi-reception of linear array is utilized to obtain the signal. We assume that the movement compensation has been accomplished before the image reconstruction. Actually, the platform movement during the airborne DLLA 3D SAR array transmission and reception can be compensated before image reconstruction [26, 27]. The following equations have no account of the platform movement during array transmission and reception.

Assuming there are $K$ scatterers, each scatterer is located at $P_k(x_k, y_k, z_k)$, $k = 1, 2, \ldots, K$, $P_k'$ is its projection onto $YOZ$ plane. The distance between $P_k$ and the $n$th antenna $A_n$ at slow time $t_m$ is $R_{Pa}(t_m; k, n) = \|P_kA_n\|$. Assuming the radar transmits a linear frequency modulation (LFM) signal with the center frequency $f_c$, on the condition of far field, the received acquisition data of the $n$th antenna element can be expressed as

$$s_n(\tilde{t}, t_m) = \sum_{k=1}^{K} \sigma_k \exp \left( -j2\pi f_c \frac{2 \cdot R_{Pa}(t_m; k, n)}{c} \right) \cdot \exp \left( j \pi K_r \left( \tilde{t} - \frac{2 \cdot R_{Pa}(t_m; k, n)}{c} \right)^2 \right)$$

where $\sigma_k$ is the reflectance, $\tilde{t}$ is the fast time, $c$ is the electromagnetic wave speed, and $K_r$ is the chirp rate. The
instantaneous distance \( R_{PA}(t_m; k, n) \) can be approximately expressed as
\[
R_{PA}(t_m; k, n) = R_B + \frac{(v_m - x_k)^2}{2R_B} + \frac{v_n^2 - 2v_n y_k}{2R_B},
\]
(2)
where \( R_B = \sqrt{H_z^2 + y_k^2} \).

Once the raw data have been focused into a “Sinc” function by the range compression, the echo signal can be reduced into a 2D problem of the azimuth and cross-track direction. Then, the echo signal can be rewritten as [10]
\[
s_n(t_m) = \sum_{k=1}^{K} s_k \exp\left(-\frac{j 2\pi (v_m - x_k)}{R_B}\right) \cdot \exp\left(-\frac{j\lambda y_n^2 - 2y_n y_k}{R_B}\right),
\]
(3)
where \( \lambda = c/f_c \) is wavelength, \( \zeta_k = C \cdot \sin(\Delta f_c \cdot (t - (2R_B/c))) \) reflects the reflectance of the point targets, \( C \) is a constant value, and \( \Delta f_c \) is the bandwidth of transmitted signal. Then, a deramping operation is performed to remove the independent quadratic phase terms of cross-track direction in echo signal. Therefore, echo signal can be rewritten as
\[
s_n(t_m) = \sum_{k=1}^{K} s_k \exp\left(-\frac{j 2\pi (v_m - x_k)}{R_B}\right) \cdot \exp\left(j 2\pi \frac{y_n y_k}{\lambda R_B}\right).
\]
(4)

In (4), the first exponent term is only related to azimuth direction. The second exponent term is only related to cross-track direction. Thus we can handle the azimuth direction and cross-track direction, respectively. The structure of cross-track direction cannot be damaged in azimuth processing.

### 3. MMV Modeling for Azimuth Reconstruction

Firstly, sparsity is a prerequisite for CS. In DLLA 3D SAR imaging, there are large amounts of nontarget zones in the different elevations of the 3D scene, which renders the signals sparse on the azimuth and cross-track plane [28]. That is, the elevation signal to be reconstructed is sparse in the object domain; that is, only a few scatterers with different azimuths and cross-tracks are presented in the same range cell [24].

Here, a brief review of CS theory will be given.

#### 3.1. CS Reconstruction

The signal \( \mathbf{x} = [x(1); x(2); \ldots; x(N_1)] \in \mathbb{C}^{N_1 \times 1} \) is represented if there is an orthogonal basis \( \Psi = \{\psi_1, \psi_2, \ldots, \psi_N\} \in \mathbb{C}^{N \times N} \) as follows:
\[
\mathbf{x} = \sum_{k=1}^{N} \Psi_k \alpha_k = \Psi \alpha,
\]
(5)
where \( \alpha \in \mathbb{C}^{N \times 1} \) is the coefficient sequence of \( \mathbf{x} \) related to basis \( \Psi \) and \( \alpha_k = \langle x, \psi_k \rangle \) is the inner product of \( x \) and \( \psi_k \). \( \alpha \) is said to be \( K \)-sparse if it has, at most, \( K \) nonzero elements (or absolute value comparatively big [29]). \( \Psi \) is the sparse dictionary. The sparse signal \( \mathbf{x} \) can be recovered by the low-dimensional measurements of \( \mathbf{x} \) through CS theory. One important merit of CS is to recover the sparse signal from the fewest possible measurements. By collecting the measurement vectors as rows of a sensing matrix \( \Phi \in \mathbb{R}^{M \times N_1} \), and \( M \ll N_1 \), in the presence of measurement noise \( \mathbf{e} \), the acquisition procedure can be succinctly written as
\[
\mathbf{y} = \Phi \mathbf{x} + \mathbf{e} = \Phi \Psi \alpha + \mathbf{e}.
\]
(6)

Within the CS framework, if the mapping matrices \( \Theta = \Phi \Psi \) fulfill certain requirements, for example, the restricted incoherence property (RIP) and the incoherence property, \( \mathbf{x} \) can be accurately recovered from its compressive measurements with a high probability by solving the problem
\[
\hat{\alpha} = \min_{\alpha} ||\alpha||_1, \quad \text{s.t.} \quad ||\mathbf{y} - \Theta \alpha||_2 < \epsilon,
\]
(7)
where \( \epsilon \) is an upper bound on the \( l_2 \) norm of the noise vector \( \mathbf{e} \) and \( || \cdot ||_1 \) denotes the \( l_1 \) norm, which is equal to the sum of the absolute values of the vector entries. The downsampling rate (DSR) is defined as \( \text{DSR} = M/N_1 \).

#### 3.2. Reconstruction with MMV Model

Firstly, with the CS framework, we should construct the sparse dictionary of azimuth. After the range compression, the azimuth signal can be recovered for each range cell in turn. According to the theory of matched filtering, the azimuth compression function \( H_a(f_a) \) can be expressed as
\[
H_a(f_a) = \exp\left(\frac{j \pi f_a^2}{2 \gamma}ight),
\]
(8)
where \( \gamma = -2v_n^2/\lambda R_B \).

Thus the azimuth focusing can be implemented by the following operation:
\[
g_n(t_m) = \text{IFFT} \left[ H_a \cdot \text{FFT} [s_n(t_m)] \right].
\]
(9)

After azimuth compression, the signal is sparse in azimuth. Thus we can recover the azimuth signal with low-dimensional measurement signal by the CS method. Assuming \( s_n = [s_n(t_1); \ldots; s_n(t_M)] \in \mathbb{C}^{M \times 1} \) is the measurement signal of \( n \)th antenna with \( M_1 \) sample number in azimuth direction, \( \mathbf{g}_n = [g_n(t_1); \ldots; g_n(t_M)] \in \mathbb{C}^{M \times 1} \) is the corresponding focused signal after azimuth focusing.

According to the procedure of matched filtering, the azimuth compression operation of \( n \)th antenna signal can be rewritten as matrix expression
\[
\mathbf{g}_n = \Psi_2 \cdot \text{diag}(H_a) \cdot \Psi_1 \cdot s_n = \Psi_a \cdot s_n, \quad n = 1, \ldots, N,
\]
(10)
where \( \Psi_1 \in \mathbb{C}^{M \times M_1} \) denotes DFT matrices, \( \Psi_2 \in \mathbb{C}^{M \times M_1} \) denotes IDFT matrices, \( \text{diag}(H_a) \in \mathbb{C}^{M \times M_1} \) denotes the diagonalization operation of compression function \( H_a(f_a) \). \( \Psi_a = \Psi_2 \cdot \text{diag}(H_a) \cdot \Psi_1 \) is the matched filtering matrices.
Through simple transformation, the above equation can be expressed as
\[ s_n = \Psi_a^{-1} \cdot \hat{g}_n, \quad n = 1, \ldots, N, \] (11)
where \( \Psi_a^{-1} \) is the inverse matrix of \( \Psi_a \).

The structure of (11) is coincident with the CS expression. So we can recover the azimuth signal \( \hat{g}_n \) from measurement vector \( s_n \) with CS theory. \( \Psi_a^{-1} \) is the sparse dictionary.

Next, we can get the low-dimensional measurement vector through downsampling. We choose the random partial unit matrix as sensing matrix \( \Phi_n \in \mathbb{R}^{M \times M} \). So the downsampling signal can be expressed as
\[ s'_n = \Phi_n s_n = \Phi_n \Psi_a^{-1} \cdot \hat{g}_n, \quad n = 1, \ldots, N, \] (12)
where \( s'_n \) is the downsampling signal.

As is discussed in [30], the randomly selected partial orthogonal matrix satisfies RIP. \( \Phi_n \) is a random partial unit matrix. So if the sparse dictionary \( \Psi_a^{-1} \) is an orthogonal matrix, \( \Phi_n \Psi_a^{-1} \) obeys the RIP. Thus, for azimuth measurement vector, the sparse representation \( \hat{g}_n \) of signal \( s_n \) can be recovered by the following problem:
\[
\hat{g}_n = \min_{g_n} \| g_n \|_1, \\
\text{s.t.} \quad \| \hat{s}_n - \Phi_n \Psi_a^{-1} g_n \|_2 < \varepsilon. \] (13)

The above analysis is based on single measurement vector, which is also called SMV model. For the linear array, each antenna element can obtain a single measurement vector. Normally, with \( N \) times SMV model, we can get the azimuth recovery signal of linear array. But the computational efficiency of this approach is very low. We can utilize the MMV model to elevate the computational efficiency. In the case of MMV model, the sparse signals of all elements should share the same sparse structure. This condition is easy to satisfy for the multiple measurement vectors signal of linear array.

In the reconstruction of azimuth signal, the cross-track direction is vertical with azimuth direction. Meanwhile, at the far field condition, with the length restriction of array antenna, there is no range migration to the same target for all antenna elements. It implies that the sparse structure of each measurement is the same. Thus the azimuth direction recovery can be implemented by MMV model. Additionally, we can also adopt the same sensing matrix \( \Phi_n \in \mathbb{R}^{M \times M} \) for the multiple measurement vectors. That is, we can take the \( \Phi_n \) as \( \Phi_n \) for \( n = 1, \ldots, N \).

Thus the multiple measurement vectors can be denoted as \( S = [s_1, \ldots, s_N] \in \mathbb{C}^{M \times N} \). The downsampling signal can be denoted as \( \Xi = \Phi_n S \). The recovery signal can be denoted as \( G = [g_1, \ldots, g_N] \in \mathbb{C}^{M \times N} \). So the problem with MMV model can be reformulated as follows:
\[
\hat{G} = \min_{G} \| G \|_{2,1}, \\
\text{s.t.} \quad \| \Xi - \Phi_n \Psi_a^{-1} G \|_2 < \varepsilon, \] (14)
where \( \varepsilon \in \mathbb{C}^{M \times N} \). \( \| \cdot \|_{2,1} \) is the \((2, 1)\) norm which is defined by \( \| G \|_{2,1} = \sum_{i=1}^{N} \| G^i \|_2 \) and \( G^i \) is the \( i \)th row of \( G \).

In this paper, we adopt the method of MMV-OMP, which is an extension of Orthogonal Matching Pursuit (OMP) method, to deal with the MMV model.

When the azimuth signal recovery for all range cells is completed, the signal can be reformulated as
\[
g_n = \sum_{k=1}^{K} \rho_k \exp \left( j 2 \pi \frac{2 y_n y_k}{\lambda R_B} \right), \] (15)
where \( \rho_k = C^* \cdot \text{sinc} (\Delta f_a (t - (2 R_k / c)) \cdot \text{sinc} (\Delta f_a (t_m - (x_k / v))) \) reflects the reflectance of the point targets, \( C^* \) is a constant value, and \( \Delta f_a \) is the Doppler bandwidth.

Here, the range compression and reconstruction of azimuth direction are completed. Only cross-track direction is left to be reconstructed in following steps. With the length limitation of linear array, the resolution of cross-track direction is poor. To obtain precise location of cross-track, we adopt the CCS method, which can eliminate the off-grid effect and recover the cross-track signal.

4. Continuous Compressed Sensing (CCS) for Cross-Track Reconstruction

As we all know, in the framework of traditional CS, we need to adopt a discretization procedure to reduce the continuous parameter space to a finite set of grid points. Discretization has several significant drawbacks. Firstly, the true parameters do not fall onto the finite grid, which is called off-grid effect. On the other hand, the dictionary becomes very coherent, which will lead to instability of the signal reconstruction, as we increase the number of grid points. Moreover, finer grids will also produce huge computational burden [19].

4.1. Transformation of Cross-Track Signal. Generally, the spacing \( d \) of antenna element can take half a wavelength \( \lambda \), for example, \( d = \lambda / 2 \). Recall that the cross-track coordinate of \( n \)th antenna element is \( y_n = (n - (N - 1)/2) \cdot d \), and \( N \) is odd number. Actually, the cross-track signal recovery is completed for each range cell and azimuth cell in turn. Assume the number of scatterers is \( K' \) in pixel \((r, c)\), where \( r \) represents range cell and \( c \) represents azimuth cell. So (15) can be rewritten as
\[
g_n = \sum_{k=1}^{K'} \rho_k \exp \left( j \cdot 2 \pi \frac{y_k}{R_B} \frac{(n - (N - 1)/2)}{2} \right). \] (16)

Define \( h_k = y_k / R_B = \sin(\theta_k) \), where \( \theta_k \) is the inclination angle between \( \hat{A}_n \hat{A}_n^* \) and \( \hat{A}_n^* \hat{P}_k \) projection onto YOZ plane. To satisfy unambiguous imaging conditions of DILLA 3D SAR imaging, the beam width is limited by \(|\theta| \leq 15^\circ \) [7], which is the subset of \( \theta \in [-\pi/6, \pi/6] \). So \( h_k = \sin(\theta) \in [-1/2, 1/2] \). Define \( n' = n - (N - 1)/2 \). So \( n' = -((N - 1)/2, \ldots, (N - 1)/2 \). In
the following description, we will use the notation \( n \) to replace \( n' \). Thus (16) can be simplified as

\[
g_n = \sum_{k=1}^{K'} \rho_k e^{(j \cdot 2\pi n_k \cdot n)}
\]

(17)

where \( \rho_k \) is a complex number. It can be described as \( \rho_k = |\rho_k| e^{j\varphi_k} \), where \( |\rho_k| \in [0, 2\pi) \) is the corresponding phase of \( \rho_k \).

We can define the index set \( T \subset [-\frac{(N-1)}{2}, \ldots, \frac{(N-1)}{2}] \). Apparently, the expression is in accordance with the expression of atomic norm [19, 20]. In the case of atomic norm, the frequencies \( f \) must afford the condition of \( f \in [0, 1] \), and \( f \) can take continuous values. That is, \( h_k \) must belong to \([0, 1]\). So we can take some simple transformation with a trivial translation of the frequency domain. Multiplying both sides of (17) with exponential term \( e^{j\cdot n} \) and considering the noise, we have

\[
g_n' = g_n e^{j\cdot n} = \sum_{k=1}^{K'} \rho_k e^{(j \cdot 2\pi f_k \cdot n)} + w_n,
\]

(18)

where \( f_k = y_k/R_q + 1/2 \), and \( f_k \in [0, 1] \). \( w_n \) is the noise. In the rest of the paper, we use \( \Omega = f = \{f_1, f_2, \ldots, f_{K'}\} \subset [0, 1] \) to denote the unknown set of frequencies. Then, we can use atomic norm to solve this problem.

4.2. Atomic Norm Minimization (ANM). Equation (18) is full sampling form. We can also sample the signal at a subset of the linear array. Assume the index set \( T \subset [-\frac{(N-1)}{2}, \ldots, \frac{(N-1)}{2}] / 2 \) of size \( M_T \) is selected uniformly from \( D \) at random. In the following description, we will use notation \( g_n \) to replace \( g_n' \). So the observation signal can be expressed as

\[
g_n^* = \sum_{k=1}^{K'} \rho_k e^{(j \cdot 2\pi f_k \cdot n)} + w_n, \quad n \in T \subset D.
\]

(19)

The above equation can be reformulated as

\[
g^* = \sum_{k=1}^{K'} |\rho_k| a(f_k, \varphi_k) + w,
\]

(20)

where \( a(f_k, \varphi_k) \) is the atom. The set of atoms \( \mathcal{A} \) are building blocks of the signal \( g^* \), with \( \mathcal{A} = \{a(f, \varphi) : f \in [0, 1], \varphi \in [0, 2\pi]\} \). Then atomic norm is defined as the gauge function of the hull \( \mathcal{A} \) [19]:

\[
\|g\|_\mathcal{A} = \inf \{t > 0 : g \in t \cdot \text{conv}(\mathcal{A})\}
\]

where \( a(f_k, \varphi_k) \) is the atom. The set of atoms \( \mathcal{A} \) are building blocks of the signal \( g^* \), with \( \mathcal{A} = \{a(f, \varphi) : f \in [0, 1], \varphi \in [0, 2\pi]\} \). Then atomic norm is defined as the gauge function of the hull \( \mathcal{A} \) [19]:

\[
\|g\|_\mathcal{A} = \inf \{t > 0 : g \in t \cdot \text{conv}(\mathcal{A})\}
\]

(21)

With the idea of using atomic norm to enforce sparsity for a general set of atoms [30], the atomic norm \( \| \cdot \|_\mathcal{A} \) can enforce sparsity in \( \mathcal{A} \) because low-dimensional faces of \( \text{conv}(\mathcal{A}) \) correspond to signals involving only a few atoms [16].

Recall that we observe only a subset of entries \( T \subset D \). We can use atomic norm minimization (ANM) to estimate the missing samples of a sparse sum of complex exponentials.

\[
\min_{g} \|g\|_\mathcal{A}
\]

s.t. \( \|g_T - g_T^\dagger\|_2 < \epsilon \),

(22)

where \( \epsilon \) denotes the noise level.

4.3. Reconstruction with CCS. Through the Vandermonde decomposition lemma, the problem of ANM can be equivalent to semidefinite program (SDP) problem. The semidefinite program problem of (22) is

\[
\min_{u, t, g} \frac{1}{2} |D| \text{trace}(\text{Toep}(u)) + \frac{1}{2} t
\]

s.t. \( \text{Toep}(u) g^* t = 0 \)

\[
\|g_T - g_T^\dagger\|_2 < \epsilon,
\]

(23)

where \( \text{trace}(\cdot) \) is the sum of main diagonal elements. The superscript \( "*" \) denotes conjugate transpose and \( \text{Toep}(u) \) denotes the Toeplitz matrix whose first column is equal to \( u \). \( u = \sum_k |\rho_k| a(f_k, 0) \) and \( t = \sum_k |\rho_k| \). This semidefinite program always recovers the missing samples and identifies the frequencies provided the number of measurements is large enough and the frequencies are reasonably well separated. The SDPs can be solved using standard SDP solver, SDPT3 [31]. The relationship between reconstruction probability and sampling number is analyzed in the paper [23]. When the minimum separable normalized frequency satisfies

\[
\Delta f = \min_{i \neq j} |f_i - f_j| \geq \frac{\epsilon}{(N-1)/4},
\]

(24)

for some small universal constant \( \epsilon \), then there exists a numerical constant \( C \) so that

\[
M_T \geq C \max \left\{ \log^2 N, K' \log^2 K' \log^2 N \right\}
\]

(25)

is enough to reconstruct the scatterers in cross-track direction with probability at least \( 1 - \zeta \). In the case of nonuniform samples, this restriction may break.

The dual problem [19] of (23) can be expressed as

\[
\max_{q} \langle q_T, g_T^\dagger \rangle
\]

s.t. \( \|q\|_\mathcal{A} \leq 1 \)

\[
q_T = 0,
\]

(26)
where \( \| \mathbf{q} \|_{a}^{\star} = \sup_{a \in A} \langle \mathbf{q}, a \rangle \) is the dual norm of \( \| \cdot \|_{a} \); \( \langle \mathbf{q}, \mathbf{g} \rangle_{R} = \text{Re}(\langle \mathbf{q}, \mathbf{g} \rangle) \) is the real inner product. Once the dual solution \( \hat{q} \) is obtained, the frequency support set that can be located by \( \tilde{Q}(f) \) achieves modulus 1, and \( \tilde{Q}(f) := \langle \tilde{q}, a(f,0) \rangle = \sum_{d \in D} q_d \exp(-j2\pi f \cdot d) \). The evaluation of \( \tilde{Q}(f) \) can perform efficiently using fast Fourier transform (FFT).

Once the frequencies are estimated, the coefficients can be obtained by solving the following problem:

\[
\min_{\mathbf{F}} \| \mathbf{g} - \mathbf{F} \|_{2}^{2} \quad \text{s.t.} \quad \mathbf{F}_{dk} = \exp\left(j2\pi f_k \cdot d \right).
\]

(27)

We can use cross-track direction sensing matrix \( \mathbf{\Phi}_c \in \mathbb{R}^{M \times N} \) to select the array element. \( \mathbf{\Phi}_c \) is a random partial unit matrix. Through analyzing, we can know that (23) can adopt the CCS for processing. Then we can get \( f_k \) and further \( y_k \) by solving the SDP problem. Finally, we can get the scatter's amplitude \( \rho_k \) through least square method.

The basis flowchart of DLLA 3D SAR imaging with MMV model in azimuth direction and CCS in cross-track direction is shown in Figure 2.

5. Numerical Experiments

We conducted a series of numerical experiments to test the performance of the proposed algorithm. The parameters of platform and antenna, which are referenced to the ARTINO system [4], are shown in Table 1. The locations and amplitude parameters of scatterers are shown in Table 2.
5.1. The Performance Analysis of MMV Model. After range compression, signal is composed of azimuth and cross-track plane. So we can deal with the range cell in turn. In azimuth and cross-track plane, each antenna element can obtain a measurement signal along azimuth. The linear array can obtain N measurement signal. We can adopt the MMV model for recovery azimuth signal.

To verify the performance of MMV model outperforms the performance of SMV model, we firstly take the Monte Carlo trials in different signal-to-noise ratio (SNR) to compare the Recovery Probability (RP). The time of Monte Carlo trials is 100. The scope of SNR is $-12$ dB-$12$ dB with $2$ dB step. The downsample rate (DSR) is $0.5$. The relationship between SNR and RP is shown in Figure 3.

Figure 3 implies SNR is smaller than $-14$ dB; both SMV and MMV model cannot obtain the exact solution caused by the noise. With the increase of SNR, the RP is also elevated. Also, the RP of MMV model is increased more quickly than the SMV model. When the SNR reaches $-10$ dB, the RP of MMV model starts to increase. When the SNR reaches $-4$ dB, the RP reaches $1$. However the RP of SMV model starts to increase when the SNR reaches $-8$ dB. Until the SNR reaches $-2$ dB, the RP of SMV model reaches $1$. In other words, compared to SMV model, MMV model can boost the antinoise ability.

Then, we obtained the imaging results when DSR is $0.5$ and SNR is $-6$ dB. In order to reflect the antinoise performance of MMV model, the cross-track signal reconstruction is completed with OMP algorithm. There are nine scatterers shown in Table 2 for simulation. The imaging results are shown in Figure 4. Figures 4(a) and 4(b) show the reconstruction results without cross-track reconstruction, where the result of Figure 4(a) is reconstructed with MMV model in azimuth direction and the result of Figure 4(b) is reconstructed with SMV model in azimuth direction, respectively. It can be found that the azimuth signal is almost submerged by the noise in Figure 4(b). Figures 4(c) and 4(d) show the reconstruction results after accomplishing the three-dimensional reconstruction to Figures 4(a) and 4(b) with OMP algorithm, respectively. Comparing Figures 4(c) and 4(d), we can see that there are two scatterers that have been missed in Figure 4(d). It verifies that the MMV model can elevate the antinoise performance.

Moreover, we take the Monte Carlo trials in different DSR to compare the RP. The SNR is $-6$ dB. Figure 5 shows the relationship between DSR and RP. When the DSR is low, the RP is very low in both MMV and SMV model. With the increase of DSR, the RP is also elevated in both MMV and SMV model. But the RP of MMV model increases quicker than the SMV model. That is, with the same SNR and DSR, the recovery accuracy of MMV model is better than the SMV model. Actually, the DSR can decrease further in MMV model.

Furthermore, we have finished the reconstruction of azimuth with different $L$ of MMV model and different DSR. The relationship between reconstruction time of azimuth and DSR is shown in Figure 6. Assuming there is a target. We only reconstruct azimuth signal of the range cell, which contains the target. The sample number of azimuth is $420$. The number of antenna elements is $110$. So the size of raw data is $420 \times 110$. The SNR is $0$ dB. The reconstruction time is the average time of 150 Monte Carlo trials. The result shows, with the DSR increase, that the reconstruction time also rises under the same $L$. With the increase of $L$, the reconstruction time is decreased under the same DSR. Thus MMV model can increase the computational efficiency.

5.2. Continuous CS (CCS). In the framework of traditional CS, there is off-grid effect which causes the recovery result to be imprecise. CCS can solve the off-grid effect through solving the SDP problem which is equivalent to ANM instead of discretization frequency domain.

To verify the performance of CCS, we carried out some trials with L1-norm method of conventional CS and CCS method. The L1-norm is solved by CVX package. To highlight the precise estimation performance of CCS to L1-norm method, we conduct some quantitative comparisons. The normalized frequencies and amplitude are $(0.165, 1), (0.334, 1)$, and $(0.56, 0.78)$, respectively. The scope of sparse dictionary is $0$–$1$ with $0.02$ steps. The sampling number $N$ is $20$. Downsampling number $M$ is $15$. The DSR is $M/N = 0.75$. Figure 4 shows the reconstruction results of normalized frequency.

Figure 7 shows that the L1-norm can estimate the accurate frequency which locates on the grid, for example, the third frequency. When the frequency does not locate on the grid, there are some errors, for example, the first and second frequency. Only those frequencies, which locate on the grid, can be reconstructed in accuracy with L1-norm. If the frequency does not locate on the grid, the frequency will be projected to the dictionary. Actually, L1-norm chooses the maximum correlation dictionary to replace the target frequency. Usually, the frequency may fission into two frequencies. Namely, the accuracy of both frequencies and amplitude estimation of the CCS method are better than the L1-norm method.
5.3. CCS of Cross-Track Direction. We randomly choose 70% antenna arrays from the filled virtual array and the SNR is 5 dB of raw echo data. The DSR of azimuth is 0.5. There are nine scatterers with the unit reflectivity in the Cartesian coordinate system, as shown in Figure 8(a).

Assume the grid spacing is chosen as $\rho_c = \gamma \cdot D_c$ at cross-track, where $D_c$ is the Rayleigh resolution of the cross-track direction. $\gamma$ is the dictionary factor of cross-track and $\gamma = 0.05$. Figure 8(a) also shows the 3D imaging reconstruction resulting from the proposed algorithm. Figure 8(b) shows reconstruction resulting from the $L_1$-norm method. There are some ghost scatterers in Figure 8(b).

Figure 9(a) shows the projection onto azimuth and cross-track plane of true scatterers, reconstructed by proposed method and $L_1$-norm method. Figure 9(b) shows the projection onto cross-track direction. It shows that the ANM method can obtain more accurate value than the $L_1$-norm method. The $L_1$-norm method suffered the off-grid effect.

Further, we changed the sparse factor as $\gamma = 0.01$, $\gamma = 0.05$, and $\gamma = 0.1$ in cross-track, respectively. The SNR is 10 dB. The mean value of root mean square error (RMSE) and the mean running time of single trial are shown in Table 3 of cross-track direction with 100 Monte Carlo trials. With the decrease of sparse factor $\gamma$, the dictionary becomes finer and the RMSE also decreases. But the running time increases. When the sparse factor is $\gamma = 0.02$, the running time of $L_1$-norm method exceeded the CCS method. But the RMSE of CCS is less than the MRMSE of $L_1$-norm. This is because the $L_1$-norm suffers

### Table 3: Performances comparisons of CCS and $L_1$-norm method.

<table>
<thead>
<tr>
<th>Performances</th>
<th>CCS</th>
<th>$L_1$-norm</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSE (m)</td>
<td>0.0502</td>
<td>0.0576, 0.0601, 0.0612, 0.0859</td>
</tr>
<tr>
<td>Mean running time (s)</td>
<td>93.65</td>
<td>236.14, 107.199, 45.58, 27.65</td>
</tr>
</tbody>
</table>


the off-grid effect, which causes the estimation result to be imprecise. That is, the CCS can eliminate the off-grid effect.

6. Conclusions

In this paper, we exploit the MMV model and the CCS method for DLLA 3D SAR imaging at azimuth and cross-track direction. With the application of MMV model in azimuth, the data quantity can decrease further and the computational efficiency is more outstanding. On the other hand, it can elevate the performance of antinoise. Further, in cross-track direction, since the resolution is restricted by the length of array, as well as platform size, the influence of off-grid effect is more serious than azimuth direction. We utilize CCS, which can also solve the off-grid effect of CS, to reconstruct the cross-track signal under the noise scenarios. Finally, we validate our theory by extension numerical experiments. As the CCS method is more sensitive than the $L_1$-norm about noise, in the following researches, we will investigate the application of CCS in low SNR.
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Figure 8: True scatterers and reconstruction result. (a) True location and reconstruction of proposed method; (b) reconstruction of $L_1$-norm.

Figure 9: The projection of true scatterers and reconstruction result. (a) Projection on azimuth and cross plane; (b) projection on cross-track.
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