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Biosignal interfaces provide important data that reveal the physical status of a user, and they are used in the medical field for patient health status monitoring, medical automation, or rehabilitation services. Biosignals can be used in developing new contents, in conjunction with virtual reality, and are important factors for extracting user emotion or measuring user experience. A biological-signal-based user-interface system composed of sensor devices, a user-interface system, and an application that can extract biological-signal data from multiple biological-signal devices and be used by content developers was designed. A network-based protocol was used for unconstrained use of the device so that the biological signals can be freely received via USB, Bluetooth, WiFi, and an internal system module. A system that can extract biological-signal data from multiple biological-signal devices and simultaneously extract and analyze the data from a virtual-reality-specific eye-tracking device was developed so that users who develop healthcare contents based on virtual-reality technology can easily use the biological signals.

1. Introduction

Recently, virtual-reality technology has been effectively used in education, medicine, virtual experiments, and games following the development of hardware and software technologies related to virtual-reality technology [1, 2]. The development of real-time simulations allows perception of virtual reality similar to a real world, and they are utilized in various research studies in combination with user movements [3]. In addition, the theory of games has been successfully used in various other areas other than games because it allows active participation of users by increasing their motivation. Exercise concentration and persistence can be increased by allowing the exerciser to be immersed in the contents by adjusting the difficulty level of the exercise according to the ability of the person [4]. The theory of games applied to health and fitness has been found to influence user behavior changes in real life [5]. Because of the increase in the elderly population and medical expenses, the interest in monitoring health in everyday life and making exercise a part of daily routine has been increasing [6]. It became an exciting area as a social aspect of health and elements of fun and immersion through the combination of virtual- and augmented-reality technologies [7]. Recently, various healthcare contents that measure user movements and exercise methods have been developed because information on the user movements can be obtained following the development of game controllers. Nintendo Wii Fit launched a game that uses body balance using a special controller, and this technology is used in areas such as sense of balance, exercise, corrections, and rehabilitation of the elderly [8, 9]. Microsoft Kinect can be installed in the external environment of a user, and it is used for healthcare monitoring [10] because it can receive data at night using depth sensors and extract user skeletal data. Because the mobile environment in which smartphones are always carried has been developed, various wearable devices have been produced. Users are naturally led to a healthy life by directly obtaining the user's...
physical information from wearable devices, updating health information on the smartphone, and measuring the amount of exercise. Recently, interactions with users can be performed through the five senses using virtual-reality technology, and rapid simulation of virtual information has become possible by synchronizing user movements. Because the contents of the applied virtual-reality technology are reinforced with social and physical interaction elements, they are recognized as a new content area and offer the possibility of unlimited development.

Biosignal interfaces provide important data that display the physical status of a user, and they are used not only in the medical field but also various other areas. In the medical field, they are used in monitoring systems for early detection of dangerous situations and diseases by monitoring the patient’s health status and in medical automation systems that provide continuous treatment or rehabilitation services. Methods that use biological signals for automatic measurement of stress and objective data collection have achieved practical results [11, 12]. The biological-signal interfaces being used in traditional medical systems are now available for the general public following the development of wearable biological-signal devices. Biological-signal interfaces are used in rehabilitation, fitness, and sports training such as practicing the method of controlling breathing or training body balancing [13, 14]. The application of biological-signal systems has expanded beyond the medical services to various other areas such as education, information security, and human-computer interaction (HCI) as the Internet and mobile devices have become ubiquitous. In the HCI field, research on the experience of users has become important. HCI experts are investigating user content experience, and the industry is measuring the user experience, researching methods of interpreting the collected data, and designing methods of evaluating contents [15, 16]. Measurement of the physiological or physical performance data not only improves our understanding of the physical health but also help us better understand the experience of users by supplementing the results of other methods.

The technology that enables the measurement of biological signals is a fundamental method for creating healthcare contents that regard the biological signal of the user as important. The biological signal is then used as important data that can measure the response of users who use the contents. The present study designed a biological-signal interface system that can be employed in various applications that use biological signals. In particular, considerations were given to special situations employed in healthcare contents in which virtual-reality equipment such as a head-mounted display (HMD), which has been significantly improved in recent years, is used. The rest of the present report is organized as follows. In Section 2, relevant studies that used biological signals are discussed. In Section 3, the architecture and components of the user-interface system are explained. In Section 4, the sensors and data used in the biological-signal interface system are explained. In Section 5, conclusion is made for the proposed system, and new research topics and directions are discussed.

2. Related Works

Biofeedback can be generally classified into direct and indirect. Direct biofeedback is a bodily response such as body or eye movement that can be controlled according to personal intention. Indirect biofeedback is a bodily response such as heart rate (HR) or galvanic skin response (GSR) that cannot be altered by human intervention. Human-behavior analysis technology is widely used for HCI, security surveillance, sports engineering, and intelligent assistance for the elderly. Determining how and what is the manner of movement of people is a fundamental and essential technology to monitor their health. Invasive sensors, which measure human movements, are also used in the field of human activity recognition, and two measurement methods that include a vision-sensor-based method and a method that uses wearable devices are used. Even though vision-based technology reflects the accurate movements of a user, it suffers from a spatial restriction in that external cameras have to be installed. User movements can be measured because inertial sensors can be easily integrated into wearable devices such as smartphones following the recent development of micro-electromechanical systems technology. Although the accuracy and location where movements can be measured vary depending on the number and location of sensors, a technology has been developed lately to the level that user motions can be captured [17]. Research on hands and upper limbs or gait analysis for rehabilitation purposes has been conducted [18, 19]. Research on interactive interfaces using gestures for handicapped people has also been carried out. Eye tracking can be helpful for physically handicapped people using the technology for controlling wheelchairs, telepresence, and teleoperation. It has been used in medical and psychological research as a tool to record and study visual behavior [20]. Eye tracking refers to tracking the user’s eye movements or the point of gaze. Eye tracking collects important physical information that allows identification of the user intention and is used in wide areas such as psychological research, medical diagnosis, and user and interactive-gaze-control applications [21]. Recent tracking devices are noninvasive and perform tracking based on the image and light reflected from the cornea. In addition to the gaze direction and eye-movement pattern, the measurement data of the pupil size and microsaccades may contribute to the interpretation of the emotional and cognitive status of the user. In contrast to the visual and movement data that change according to personal intention, biological-signal information such as user body temperature and HR can provide not only user health information but also bodily responses that change according to environmental changes [22]. Because noninvasively detecting, collecting, and processing various types of body-related data such as electricity, heat, and optical signals produced by the body have recently become possible, medical expenses can be greatly reduced by making possible the prevention and remote detection of health issues [23]. The extraction of noninvasive biological signals has been interlinked with miniaturized sensor technology and led to the development of wearable devices. It has been integrated to artificial-intelligence technology. The
health-monitoring field is significantly developing. In the past, patient biological signals were monitored and analyzed using equipment installed in the hospital. Many systems that can continuously monitor health have been developed following the development of various types of wearable sensor technology. Because the method of measuring brainwaves through contacts with the head has been sufficiently developed to conveniently collect the brainwave information of a user through wireless electroencephalography headsets, the application of a user interface has been expanding not only to the medical field but also to various other areas, including entertainment and virtual reality [24]. By using biological signals as a user interface, research on controlling a computer cursor by measuring the electromyography (EMG) and electrocardiography (ECG) data of a patient is being conducted [25]. In addition, the sympathetic nerves of the autonomic nervous system increase the HR in response to sudden and strenuous exercises or fear and anger during emergency situations, whereas the parasympathetic nerves decrease the HR during resting state. The autonomic nervous system is closely related to the biological signals of the heartbeat, blood pressure, respiration, emotion, and body temperature.

Virtual-reality technology is leading to the creation of a new healthcare environment through the use of interfaces with medical technology; this is because virtual-reality technology can be used to visualize three-dimensional (3D) data and enable user interaction in various ways by combining auditory, touch, and haptic technology. Healthcare data such as computed tomography (CT) images, magnetic resonance imaging (MRI), cryosection images, and confocal microscopy images are 3D images; thus, these can be analyzed by visualizing them on a monitor [26]. Furthermore, 3D data are easily transmitted to a virtual-reality system and can be visualized and analyzed using 3D-display equipment, such as a head-mounted display (HMD). These 3D data are also utilized in medical education in areas of surgery, dentistry, and nursing, among others, wherein they are used to design interactive environments using various equipment [27]. Virtual-reality technology has also provided a new direction in biomechanics and rehabilitation, as realistic sensory experiences are delivered and scenarios are recreated using virtual-reality-based analysis methods with existing hardware that measures a user’s movement [28]; in particular, such technologies are integrated with wearable equipment, IOT technology, artificial intelligence, and cloud services to develop smart healthcare services that can automatically monitor users’ health in spaces used by the users such as homes and surrounding environments.

3. Biological User-Interface System Design

Here, we explain the architecture of a biological-signal system and the role and limitation of layers. Figure 1 shows that the architecture has three important layers of sensors, system, and applications. Each layer provides various services according to the application using the system and requirements.

The first layer is composed of various types of sensor devices in which electricity, heat, chemical, and other signals can be detected from the user body. Most of these sensors, for example, ECG and EMG sensors, can directly collect biological signals. In addition, some sensors such as accelerometers collect raw data that can be used to extract information related to health, and by combining the data with the research purpose of the user or other biological signals, the intention from the biological signals can be more accurately predicted. Table 1 lists the data and provides a brief explanation of the sensor supported by the proposed system. Most sensor devices are equipped with microprocessors and functions to convert raw biological-signal data. Devices such as eye-tracking devices process the data while they are connected to a computer. The sensor device layers transmit data to the biological-signal processing system that are wired or wirelessly connected. The second layer is a biological-signal system. To adapt to the research environment where a considerable number of diverse virtual-reality wearable devices are released, the system was designed to add or remove devices that are used to measure different vital signs depending on the purpose of the application. In addition, to preserve the independence of the sensor device layer, the system includes an interface in which two-way data transmission between the network and modules controlling these devices occurs, thus bridging the sensor layer to the biological-signal system.

These systems can be constructed in various forms, such as in smartphone and computer devices, and support network connections such as cellular, IEEE 802.11 wireless protocol, and Bluetooth interfaces [29]. A virtual-reality healthcare application must support wireless communication as well, because it should be able to measure vital signals even when a subject is freely moving around. The biological-signal systems transmit biological signals to the application layer, but it can also process existing information and transmit the processed data. For example, even though the eye-tracking module transmits camera image data, the system provides processed data produced by tracking or measuring the size of the pupil in the image data. The application layer can be classified into a real-time method and a long-term data storage and analysis method according to the method of using the biological signals. The real-time method is used when users’ health status is measured and analyzed from the perspective of UI/UX, or when appropriate interactions should be regenerated in real-time in the virtual-reality application based on the user’s health status. The long-term data-analysis method allows the creation of various biological-signal-based applications mainly with the application developer collecting information transmitted to a cloud server through the Internet or supported in the form of the Web.

4. Biological System

In the past, biological-signal monitoring was essential only for important situations in which intensive care for the survival and recuperation of a patient was necessary. However, with the advancement in sensor technology, it is now utilized in other fields such as psychology, kinematics, and modern physiology. The present study explains the technology of obtaining and analyzing biological signals that can be used for health management, rehabilitation, and training contents.
by integrating with the virtual-reality technology. The biological-signal data supported by the proposed system are listed in Table 1, and additional biological signals can be obtained in connection with the system under the provision of network protocols. Here, the medical-use methods through measurement of biological signals supported by the system and the method of using the contents linked to virtual-reality technology are explained.

4.1. Biological Data. The collection and utilization of data used the biological signals. For the biological-signal measurement, “MySignal Hardware Development Platform” was used. Figure 2 shows that 11 biological-signal sensors could
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<table>
<thead>
<tr>
<th>Sensor</th>
<th>Description of measured components</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Accelerometer</td>
</tr>
<tr>
<td>2</td>
<td>Airflow</td>
</tr>
<tr>
<td>3</td>
<td>Blood pressure</td>
</tr>
<tr>
<td>4</td>
<td>Body position</td>
</tr>
<tr>
<td>5</td>
<td>Body temperature</td>
</tr>
<tr>
<td>6</td>
<td>Electrocardiogram</td>
</tr>
<tr>
<td>7</td>
<td>Electromyogram</td>
</tr>
<tr>
<td>8</td>
<td>Eye tracking</td>
</tr>
<tr>
<td>9</td>
<td>Glucometer</td>
</tr>
<tr>
<td>10</td>
<td>GSR</td>
</tr>
<tr>
<td>11</td>
<td>HR</td>
</tr>
<tr>
<td>12</td>
<td>Oximeter</td>
</tr>
<tr>
<td>13</td>
<td>Pupil size</td>
</tr>
<tr>
<td>14</td>
<td>Snore</td>
</tr>
<tr>
<td>15</td>
<td>Spirometer</td>
</tr>
</tbody>
</table>

Three-axis acceleration of the device
Breathing rate
Systolic, diastolic, and pulse
Five body positions (standing/sitting, supine, prone, left, and right)
Body temperature
Electrical and muscular function of the heart
Electrical activity of skeletal muscles
Eye tracking and direction of interest
Approximate concentration of glucose in the blood
Electrical conductance of the skin
Number of heart contractions per minute
Arterial oxygen saturation of functional hemoglobin
Pupil size of the eye
Snoring
Peak expiratory flow
be used, and the rescue signal from the user could be received. Each sensor was connected using Arduino UNO and MySignals Shield, and the corresponding data were collected. The data collected from each sensor are transmitted to the client-requested sensor data by the client module of PC by serial communication using a Bluetooth low-energy module, as shown in Figure 3. The structure of sensor data is defined differently according to the characteristics of the biological sensor. The client modules are designed and implemented based on the network scheme and specific interface of the biological hardware as shown in Figure 1. However, the client module provides a network-based socket interface so that the same interface can be used on the same system internally or on a remote system connected to the network.

Transmission of an infinite number of sensor data in real time was not possible due to the hardware limitation of Arduino UNO and MySignals Shield. Only the requested data were transmitted by enabling the biological-signal data to activate the sensor required by the client as shown in Figure 4. Thus, transmission of the essential data was ensured and was not interrupted by the transmission of unnecessary data, which prevented wastage in computing resources by unnecessary computation. In addition, the number of bytes of the sensor data being transmitted was minimized. For example, in the case of the GSR sensor, real-number data were obtained using the conductance value. If the data were transmitted as they were, a minimum of four bytes must be transmitted. However, when the data were converted into integer values using a conversion equation, only two bytes were needed to be transmitted. Thus, the transmission efficiency was increased by reducing the amount of data transmitted by converting the real-number data into integers using a conversion rule.

The body-position data enable analysis of the movements caused by specific diseases such as sleep apnea and restless-leg syndrome, and they help determine the sleep patterns through the analysis of movements during sleep. Body-position sensors can help detect the syncope of fall of the elderly and infirm or handicapped people [30]. The data input from the sensors can measure six status: (1) supine, (2) left, (3) right, (4) prone, (5) standing or sitting, and (6) undefined. By acquiring the acceleration data from a built-in triple-axis accelerometer, additional research can be conducted as shown in Figure 5.

Monitoring the skin and body temperature is medically very important because many diseases accompany changes in the characteristics of body temperature. Body temperature is an important measurement factor for research on such areas as cardiac surgeries and sleep and circadian rhythm and is used for monitoring patient status and predicting risks [31, 32]. As shown in Figure 6, body temperature can be measured using various sensors such as infrared (IR) sensors, thermistors, and thermocouples, and it can be monitored without inconvenience to the user life when a wearable device is used [33].

EMG is a diagnostic technique that measures and records electrical activities produced by skeletal muscles. EMG produces electromyograms by detecting the electrical potentials created by muscle cells when they are electrically or neurologically activated using an electromyograph as shown in Figure 7. By analyzing the electromyogram, biodynamics at the level of medical abnormalities or movements can be analyzed. EMG is used in various clinical and biomedical tests such as diagnosing neuromuscular diseases or as a research tool for exercise science. Because of the development of EMG detection technology, comfortable data collection without attaching electrodes, for example, Myo products, to the body becomes possible. As a contactless interface, numerous applications of the technology are expected [34, 35].

ECG is one of the medical tests most commonly used in modern medicine. Because the measurement of HR in unit of beats using ECG and the exact representation of heart activity in waveforms are possible as shown in Figure 8, accurate monitoring of HR variability is possible [36, 37]. ECG plays a very important role in the diagnosis of cardiac diseases from myocardial ischemia and infarction to syncope and palpitations. Abnormal change in respiration and breathing rate is one of the broad indicators of major physiological instability as shown in Figure 9. Hypoxemia and apnea symptoms can be diagnosed by monitoring the patient condition using the breathing rate.

GSR is a method of measuring the electrical conductivity of the skin, and the result varies depending on the level of moisture as shown in Figure 10. Because sweat glands are controlled by the sympathetic nervous system and a moment of strong emotions changes the electrical resistance of the skin, skin conductivity is used as an indicator of psychological or physiological arousal.

Blood pressure is the pressure of the blood in the arteries when the blood is circulating through the body due to the heartbeat. The blood pressure is recorded in two numbers of systolic pressure and HR. Because high blood pressure can lead to serious problems such as cardiac arrest, cerebral stroke, or renal diseases, it is one of the important physical indicators that must be regularly checked [38]. Pulse
Oximetry is a noninvasive measurement method that shows the arterial oxygen saturation of hemoglobin as shown in Figure 11. It measures the amount of oxygen dissolved in the blood using two waves of absorption coefficient, namely, 660 nm (red light spectrum) and 940 nm (IR light spectrum), based on the detection of hemoglobin and deoxyhemoglobin. Pulse oximeter sensors are required to analyze the treatment, surgery, and recovery of critically ill patients and for assessment of the oxygen uptake and effects of supplemental oxygen on emergency patients. It is less accurate than ECG but effective for long-term monitoring and is widely applied because it can be used in smart watches and wristbands [39].

Glucometer sensors can help manage the blood glucose of diabetic patients by measuring the blood sugar level. Diabetic patients should manage their blood glucose through periodic measurement. Spirometry is the most common pulmonary function test that examines and measures lung function and measures the amount or speed of air that can be inhaled and exhaled. It measures the breathing capacity, which is useful for evaluating conditions such as asthma, fibroid lung, cystic fibrosis, and chronic obstructive pulmonary disease. Snoring is a major symptom of obstructive sleep apnea. To analyze snoring, data must be collected at a high sampling rate, and a large amount of data are processed in most studies because snoring is analyzed using the acoustic characteristics of the sound collected through a microphone. The system designed in the present study employed a hidden Markov model (HMM) based analysis method that extracts snoring using a piezo sensor attached to the neck as shown in Figure 12. Short-term Fourier transform and short-term energy are calculated and input to the

**Figure 4:** Sequence diagram for biosignal data request.

**Figure 5:** Body-position tracking and 3-axis acceleration signals.
HMM, and the results can be classified into snoring, noise, and silence. Although it is not a biological-signal measurement, preparation and support for emergency can be ensured by having patients wear an alarm and an emergency button as a pendant or on their wrists.

4.2. Eye-Tracking Data. Assessing human interests and interpreting eye movements as input modes have been proposed as advanced methods of interactions between humans and computers. Previous case studies in Web usability, marketing, medicine, video games, psychology, and neurology suggested that an eye tracker can be used. In the case of virtual-reality contents, eye-tracking modules are installed inside the HMD, as shown in Figure 13, because they use the same display devices as the HMD. Further, because head-mounted eye-tracking devices provide higher accuracy in measuring ocular fixation, saccades, and dilation of the...
pupil, they are widely used in psychology and cognitive science research [40].

Figure 14 shows that the pupil of a user is extracted from the IR images transmitted from cameras. The first step in the pupil extraction algorithm finds dark regions in the IR image using binarization. The dark region appears in several places depending on the state of the acquired image inside the HMD. The next step is to extract the contour of candidate regions. Because the extracted contour does not show a perfect pupil shape due to distortion such as image noise, the ellipse fitting is performed using the preliminary information that the pupil is similar to the shape of an ellipse. The small ellipses are removed for eliminating outliers. A heuristic algorithm is applied to determine that the pupil cannot be located at the edge of the image and that the size of the pupil is large and the pupil is located at the center of the image. The pupil data is back projected using the focal length of cameras and extracted ellipse, and the 3D direction vector is calculated through a back-projection process. It is possible to measure the direction of the user’s gaze using the 3D pupil data and to monitor the pupil size using the 3D ellipsis of the pupil in real time.

Figure 15 shows the application used to develop the system that tracks eye movements of the user and monitors the photoplethysmogram (PPG) information. A green dot represents the eye tracking of the user on top of the image shown on the HMD. Simultaneously, monitoring of the PPG signal is shown. Figure 16 shows the application that analyzes the biological signals from the user. The top portion shows the changes in the eyeball position transmitted from the user, and the size of the circle represents the changes in the size of the pupil. The bottom portion shows the changes in the user PPG. The user can analyze many biological signals simultaneously extracted under a specific condition through the timeline function.

5. Conclusion

Biological-signal-based systems are widely distributed, along with the distribution of wearable devices, and the range of their applications is also wide. Recent biological-signal modules only support wearable devices supplied by each company, and the trend is not to provide researchers with real-time biological-signal data that could ensure and protect data. Investigators conducting research using biological-signal data can control biological-signal hardware by themselves, but controlling biological-signal hardware is not easy for people creating contents. A biological-signal-based user-interface framework was designed, developed, and tested for those who want to create contents using biological signals. This system supports the researchers that have investigated the relationships among many biological signals using various sensor devices that complement each other and require
analysis of biological signals because it is designed to support many biological hardware devices using a network-based internal interface. Especially, this system can be extended to include the creation of virtual-reality contents that are influencing the medical field, various forms of entertainments, and the education field.

Immersive virtual-reality contents maximize user involvement and users can participate while they are moving around, and new forms of contents can be developed using the biological-signal-based user-interface system. Biological-signal feedback can be obtained from the user in real time while the user is participating in contents, and the learning effect of the user can be increased by changing the contents after analyzing elements of the contents and evaluating biological signals. This study provides a new opportunity of understanding the interaction between humans and computers by designing a system that provides biological signals and attempts to apply user experience by analyzing the relationship between the user’s biological signals and emotions in a future study. The traditional method of user evaluation has been carried out using interviews or questionnaires. Since the contents of virtual reality are carried out while users are moving around with the HMD worn, the sense of visual and behavioral immersion increases and a greater amount of concentration and physical strength may be consumed. Since there are large psychological and physical differences between before and after carrying out the contents of virtual reality, it can affect the evaluation process. An analysis on user evaluation using the biological signals of the user can be performed while the contents are being carried out.
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