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The efficacy of integrating temperature sensors into compliant pressure sensing technologies, such as haptic sensing arrays, is limited by thermal losses into the substrate. A solution is proposed here whereby an active heat sink is incorporated into the sensor to mitigate these losses, while still permitting the use of common VLSI manufacturing methods and materials to be used in sensor fabrication. This active sink is capable of responding to unknown fluctuations in external temperature, that is, the temperature that is to be measured, and directly compensates in real time for the thermal power loss into the substrate by supplying an equivalent amount of power back into the thermal sensor. In this paper, the thermoelectric effects of the active heat sink/thermal sensor system are described and used to reduce the complexity of the system to a simple one-dimensional numerical model. This model is incorporated into a feedback system used to control the active heat sink and monitor the sensor output. A fabrication strategy is also described to show how such a technology can be incorporated into a common bonded silicon-on-insulator- (BSOI-) based capacitive pressure sensor array such as that used in some haptic sensing systems.

1. Introduction

There are many variants of silicon-based sensors available today [1–3]. Many of the compliant sensors, in particular strain and pressure sensors, require temperature compensation in order to mitigate thermal expansion effects [2]. As such, many designs incorporate some manner of structure to prevent/correct for thermal expansion [4] or some manner of temperature sensor, usually a temperature-sensitive resistor, to facilitate correction of the sensor output [5, 6]. In general, these integrated temperature sensors do not provide a measure of the actual ambient temperature, but rather the temperature of the compliant sensor, which is a function not only of the ambient temperature but also of thermal losses through the substrate. However, there are several instances where one is interested in the temperature not to simply correct other sensors, but to provide an additional sensing modality. A typical scenario where this applies is with haptic arrays where one may wish to incorporate an array, sometimes hundreds, of compliant pressure sensors into some manner of robotic end effector to monitor contact and facilitate the handling of objects [6–9]. Temperature sensors are often incorporated into these arrays to provide a more biomimetic sensing modality [10, 11].

As with the pressure sensors, there are many variants of thermal sensor available [12]. One of the most common devices for temperature measurement is the temperature-sensitive resistor or resistance temperature detector (RTD) [13, 14]. Generally consisting of a thin wire, a film of highly conductive metal such as platinum, or an area of highly doped silicon, RTDs have been found to offer better accuracy and repeatability over alternative sensors such as thermocouples [15]. The resistance ideally varies linearly with temperature, although the self-heating effects need to be considered [16]. However, if every pressure sensor in a large haptic array requires individual conventional temperature sensors or a commercial RTD located next to it, then the spatial resolution of the tactile sensor will be severely undermined. By integrating a micro thermal sensor into the same substrate as the pressure sensor, the temperature-dependent error of the
pressure sensor can be minimised without dramatically affecting the resolution of the array and still allow an accurate measurement of the ambient temperature. Using existing designs, such a sensor, however, will be very sensitive to its environment, in particular the substrate, due to the previously mentioned thermal losses.

This paper is aimed at addressing this issue through the incorporation of a microactive heat sink that acts as an intermediate structure between the thermal sensor and the substrate. The system is designed to be suspended away from the substrate in a similar manner to many silicon-based pressure sensors, especially capacitive diaphragm-based sensors [4, 17, 18], so that it can be fabricated in much the same way. The fabrication method is detailed below. Both the thermal sensor and active sink are thermoelectric elements that are sensitive to the thermal energy that flows in and out of the respective elements; however, the active sink actively responds to losses from the sensor into the substrate and compensates accordingly by providing the equivalent power back to the sensor in real time. This allows the thermal sensor to behave as though it is thermally isolated from the substrate below, ensuring its output is only a function of the external ambient temperature/heat flux. The system is analytically and numerically modelled below to elucidate its thermodynamic behaviour and to justify simplified one-dimensional expressions that are then used in the feedback system. This feedback system is used to control the output of the active heat sink automatically and monitor the thermal sensor output.

2. Basic Design

The pressure sensors used in a tactile array are often diaphragm-based capacitive sensors [17–20] whereby the external contact force deflects the diaphragm changing the gap between it and the substrate, resulting in a change in capacitance between the two. A typical silicon-based design is shown in Figure 1. While many equivalent designs are possible, for simplicity it is assumed here that the pressure sensor was fabricated on a bonded silicon-on-insulator (BSOI) wafer coated with a polymer layer for protection with the diaphragm being released through selective etching of the insulating oxide layer. The theory that follows is applicable for many, not necessarily silicon-based, equivalent designs, provided that the sensor consists of two conductive elements (the diaphragm and substrate) separated by an electrically, but not thermally, insulting layer (the oxide layer in this example).

The thermal sensor would need to be as close as possible to the pressure sensor in order to reduce the size of the array and to make accurate measurements without introducing too many additional fabrication steps. Therefore, the thermal sensor will ideally be fabricated on the same layer as the silicon diaphragm. However, a simple temperature sensor comprising of a thin wire of silicon etched out of the device layer of the BSOI will not suffice. This is due to the high thermal conductivity of both silicon and its oxide. If the silicon substrate is maintained at room temperature, any heat energy supplied through the polymer layer will be lost immediately to the substrate and the temperature sensor will not work as intended. A heating element at the same temperature as the ambient temperature located between the sensor and the substrate would mean that the temperature gradient across the sensor would be zero and no heat will be lost. This can be achieved if the sensor is fabricated on top of an “active sink.” Both the sensor and the active sink will be maintained at a constant, slightly elevated, temperature by monitoring their resistance and controlling the voltage passing through them so that their resistance is maintained at a predefined value. A schematic of a typical temperature sensor is shown in Figure 2.

This schematic is the simplest configuration of the active sink design. In practice, one would wish the thermal sensor and its sink to be much stiffer than the pressure sensor to avoid contact with the substrate while under load. This can be achieved by making the sensor short. This will reduce the resistance and so one may wish to have several of these elements acting together like a long thermal sensor with higher resistance supported by several intermediate islands of oxide. These designs are all equivalent, and the theory below applies to them all.

3. Theory

It has been known for a long time that the passage of an electric current through a conductor releases heat. The phenomena was first studied by James Joule in 1841 [21], and the equation for the temperature in a thin wire through which a constant current is flowing was found by Verdet in 1872 [22]. It was discovered that the mechanisms behind both electrical and thermal conduction were inextricably linked. It is now known that Joule heating, or resistive heating, is caused by interactions between the moving current and the charged atoms that make up the body of the conductor. Charged particles in the electric circuit are accelerated by an electric field but give up some of their kinetic energy each
time they collide with an ion. The increase in the kinetic or vibrational energy of the ions manifests itself as heat and a rise in the temperature of the conductor. Hence, energy is transferred from electrical power to the conductor and any materials with which it is in thermal contact [23]. This transfer of energy through molecular interaction is very similar to that accomplished through heat conduction, except in this case the motion is not necessarily caused by an electric field but through momentum exchange from a molecule with a higher energy level [24].

In general, this is a three-dimensional thermoelectric problem. However, as will be shown, the problem reduces to a simpler one-dimensional problem. The schematic for the simplified model is shown in Figure 3.

As can be seen in Figure 3, the device can be considered to be a simple layered structure. The top layer, the protective polymer, is an insulating layer between a surface set at the external temperature and a surface at the temperature of the sensor. The sensor is a highly conductive thin layer which has a current flowing through it. There is heat energy being generated within the sensor due to electrical resistance and energy exchange through the polymer and insulator layers. The insulating layer is similar in nature to the polymer layer except that the external temperatures are dictated by the temperature of the sensor and active sink, respectively. The active sink is another highly conductive thin layer with a current flowing through it. Again, heat energy is generated due to the electrical resistance and energy is exchanged through the insulation layer. However, an additional complication is that energy is also lost from the ends of the sink through the oxide as well as from the surrounding air.

The method for solving this problem was to treat the four layers as four coupled partial differential equations, which could then be solved numerically. The governing differential equation for a one-dimensional transient conduction problem with internal energy generation is given by [25]

$$k \frac{\partial^2 T}{\partial x^2} + \dot{q} = \rho C_p \frac{\partial T}{\partial t},$$

where $k$ is the thermal conductivity of the layer in W/(m·K), $T$ is the temperature distribution within the layer in K, $\dot{q}$ is the rate of heat energy generated within the layer per unit volume, $\rho$ is the density in kg/m$^3$, and $C_p$ is the specific heat of the material in J/(kg·K). This essentially means, considering just a small element of material within the layer,

$$\left\{ \text{Rate of energy conduction into element} \right\} - \left\{ \text{Rate of energy conduction out of element} \right\} + \left\{ \text{Rate of energy generation within element} \right\} = \left\{ \text{Rate of accumulation of energy within element} \right\}$$

In the protective polymer layer, there is no internal heat generation and the temperature gradient within is completely determined by its initial temperature distribution and boundary conditions. The initial temperature distribution is assumed to be constant and at room temperature as will be the case before the device is turned on, and any changes to the external temperatures have been made. The boundary conditions are the temperatures of the outer
surface and of the sensor. Given this, the differential equation governing this layer is

$$\frac{\partial T}{\partial t} = \alpha \frac{\partial^2 T}{\partial x^2},$$  \hspace{1cm} (3)$$

where $\alpha = k/\rho C_p$ and is known as the thermal diffusivity and is expressed in $m^2/s$. This equation is known as Fick’s second law and is essentially the diffusion equation [24]. Analytical solutions exist for this equation as shown in Appendix A; however, numerical integration of the highly oscillatory integrals found in the solution means that the solution required extensive computation time and so is not very convenient for further numerical analysis. It is far more convenient in this case to solve (3) fully numerically using the Crank-Nicolson method as described in Appendix B [26]. The solution for the transient temperature distribution for the insulation layer is found in exactly the same way, with the end temperatures set by the temperature of the active sink and sensor, respectively.

The sensor has a high thermal conductivity and is very thin compared to the surrounding materials. This means that it can be assumed that the temperature at any instant is effectively constant throughout the layer. In this case, the layer is known as being “thermally thin” [27]. From (2), it can be seen that the governing equation becomes

$$\rho C_p v \frac{\partial T}{\partial t} = \dot{q}_{i} - \dot{q}_{p} + \dot{q}_{v},$$  \hspace{1cm} (4)$$

where $v$ is the volume of the layer, $\dot{q}_{i}$ is the energy entering via the insulator, and $\dot{q}_{p}$ is the energy being dissipated through the polymer layer. Naturally, the signs of $\dot{q}_{i}$ and $\dot{q}_{p}$ depend on the instantaneous temperature distributions within the respective layers and so may change. The energy exchange, $\dot{q}_{j}$, through the relevant layers is due to conduction which is described by the Fourier rate equation:

$$\dot{q}_{j} = k A \frac{\partial T}{\partial x},$$  \hspace{1cm} (5)$$

where $A$ is the area of the layer in thermal contact with the other layer. The rate of generation of heat due to electrical resistance in a conductor can be calculated by Ohm’s law:

$$P = \dot{q} v = VI = \frac{V^2}{R},$$  \hspace{1cm} (6)$$

where $P$ is power in watts, $V$ is the voltage across the sensor, and $I$ and $R$ are the current through the sensor and the resistance of the sensor, respectively. As no other work is being done, all the energy generated as electrical power is dissipated as heat. It is assumed that the resistance will be linearly dependent on temperature as shown in (7). This assumption is reasonable over small ranges of temperature.

$$R = \frac{\rho_{i} L}{A_{c}} (1 + a \Delta T),$$  \hspace{1cm} (7)$$

As was mentioned above, the active sink behaves in a manner similar to the sensor. This means the governing equation for the sink is the same as (4). It is also assumed that the heat exchange to the insulation layer and to the air is of the same form as (5) and that the resistance of the sink varies in the same manner as (7). The difference lies in the exchange of heat to the substrate. Whereas the sensor is in complete thermal contact along its length with the polymer and insulator layer, the active sink is only in contact to the substrate at the ends. This was deliberate in order to reduce the amount of heat loss from the sink. The consequence of this decision is that there is a temperature distribution along the length of the sink. For example, consider an active sink comprised of silicon, with a potential of 1 V applied across it, of dimensions $1000 \times 100 \times 2 \mu m$ connected to a substrate maintained at room temperature via silicon blocks of $150 \times 150 \times 2 \mu m$ on top of silicon dioxide blocks of $50 \times 50 \times 2 \mu m$ as shown in Figure 4. The silicon was assumed to be doped to saturation with arsenic to make it electrically conductive. The properties of the silicon and its oxide are given in Table 1.

As can be seen in Figure 4, the thermoelectric problem for the active sink has been solved using COMSOL 4.3, a commercial FEA package [28]. The results show that there
\[
\frac{\rho}{\epsilon} q \, dT + y \, dy = m^2 \frac{1}{2} \frac{10^6}{130} \rho_{\text{end}} = \text{the horizontal temperature distribution in the active sink.}
\]

\[
\int_0^L \frac{\rho \, L}{A_c} \left( 1 + \frac{1}{4} \left( \frac{y}{L} - \frac{1}{2} \right)^2 + dT_{\text{end}} \right) dy.
\]

\[
P = \frac{1}{\rho} \frac{L}{A_c} (1 + a \, dT_c).
\]

\[
dT_c = \frac{2}{3} dT_0 + dT_{\text{end}}.
\]

<table>
<thead>
<tr>
<th>Table 1: The properties of doped silicon and oxide used in the active sink.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Silicon</strong></td>
</tr>
<tr>
<td>----------------</td>
</tr>
<tr>
<td>Thermal conductivity (W/(m \cdot K))</td>
</tr>
<tr>
<td>Electrical resistivity (Ω-m)</td>
</tr>
<tr>
<td>Temperature coefficient of resistance (1/K)</td>
</tr>
<tr>
<td>Specific heat (J/(kg \cdot K))</td>
</tr>
<tr>
<td>Density (kg/m³)</td>
</tr>
</tbody>
</table>

**Figure 5:** The one-dimensional steady-state temperature distribution of the active sink when 1 V is applied across it, as found using Comsol. Note room temperature was set to 293 K.

is a temperature distribution along the length of the sink in a direction perpendicular to the assumed direction of heat flow as dictated in Figure 3. This is because the dominant heat loss mechanism in the active sink is conduction through the ends of the sink to the substrate below, which is maintained at room temperature. In order to reduce this problem to the required equivalent one-dimensional problem, it is necessary to ensure that the relevant heat exchange mechanisms are the same for both cases. Plotting the steady-state temperature distribution for the active sink in a more convenient form, see Figure 5, shows that the temperature distribution is essentially parabolic in nature. This means the temperature distribution can be assumed to have the form

\[
dT_d(y) = dT_0 \left[ 1 + 4 \left( \frac{y}{L} - \frac{1}{2} \right)^2 \right] + dT_{\text{end}},
\]

where \(dT_d(y)\) is the horizontal temperature distribution in the horizontal direction, \(y\), along the length, \(L\), of the active sink. \(dT_{\text{end}}\) is the difference between the temperature of the ends of the sink and room temperature, and \(dT_0\) is the difference between the peak temperature in the sink and \(T_{\text{end}}\).

In order to be consistent, the energy converted from electrical to heat needs to be the same in the two-dimensional and one-dimensional cases. The electrical power passing through the sink is given by combining (6) and (7). In the one-dimensional case, it is assumed that the temperature difference is constant throughout the sink, that is, \(\Delta T = dT_c\), and so the power can be given as

\[
P = \frac{1}{\rho} \frac{L}{A_c} (1 + a \, dT_c).
\]

In the two-dimensional case, the temperature distribution has to be taken into account. In this situation, the power can be expressed as

\[
P = \int_0^L \int_0^1 \frac{\rho \, L}{A_c} \left( 1 + a \left( dT_0 \left[ 1 + 4 \left( \frac{y}{L} - \frac{1}{2} \right)^2 \right] + dT_{\text{end}} \right) \right) dy.
\]

Equation (11) can be solved to give

\[
P = \frac{1}{\rho} \frac{L}{A_c} \left( 1 + a \left[ \frac{2}{3} dT_0 + dT_{\text{end}} \right] \right).
\]

In order that the energy generated due to electrical resistance is the same in both cases, (10) and (12) must be equal. Therefore, the relationship between the assumed constant temperature of the active sink and the actual parameters of the temperature distribution is

\[
dT_c = \frac{2}{3} dT_0 + dT_{\text{end}}.
\]

However, in assuming that the temperature difference of the sink is \(dT_c\), the temperature difference at the ends of the sink is higher than they should be, that is, \(dT_{\text{end}}\). This would result in apparently more heat energy being lost to the substrate than would actually be the case. In order to ensure that the heat loss is correct, it is necessary to find the temperature at the end of the sink as a function of the constant temperature alone. The rate of heat loss due to conduction was given in (5). As in this case, the heat has to flow through two layers in series to the substrate and so (5) needs to be rephrased slightly to give the heat loss through one end of the sink as [24]

\[
q_{\text{end}} = \frac{dT_{\text{end}}}{(u_o/k_{Si}A_{Si}) + (u_o/k_oA_o)},
\]

where \(k_{Si}\) is the thermal conductivity of silicon, \(A_{Si}\) is the cross-sectional area of the silicon block, \(u_o\) is the distance from the end of the sink to the oxide, \(k_o\) is the thermal conductivity of the oxide layer, \(t_o\) is its thickness, and \(A_o\) is the area of the oxide in contact with the substrate. For the example given, \(q_{\text{end}}\) is approximately \(1.9 \times 10^5 dT_{\text{end}}\). Due to conservation of energy, the heat flow out of one end of the active sink must equal the heat flow into the
silicon block as given by (14). Applying (5) to the end of the active sink gives

\[ \dot{q}_{\text{end}} = k_{\text{Si}}A_c \frac{\partial}{\partial y} \left[ T_0 \left[ 1 + 4 \left( \frac{y}{L} - \frac{1}{2} \right)^2 \right] + T_{\text{end}} \right]. \]  

(15)

By solving (15) for the two ends of the active sink, we obtain

\[ \dot{q}_{\text{end}} = \begin{cases} 4k_{\text{Si}}A_c \frac{dT_0}{L}, & y = 0, \\ -4k_{\text{Si}}A_c \frac{dT_0}{L}, & y = L. \end{cases} \]  

(16)

Equating (16) for the case of \( y = 0 \) with (14) gives the relationship

\[ dT_0 = \left( \frac{dT_{\text{end}}}{(u_o/k_{\text{Si}} A_i) + (t_o/k_o A_o)} \right) \frac{L}{4k_{\text{Si}}A_c}. \]  

(17)

This can be substituted into (13) to give the temperature of the end of the active sink as a function of the presumed constant temperature

\[ dT_{\text{end}} = dT_c \left[ \frac{1}{(u_o/k_{\text{Si}} A_i) + (t_o/k_o A_o)} \right] \frac{L}{6k_{\text{Si}}A_c} + 1 \]  

(18)

Therefore, the heat loss due to conduction to the substrate can be given as

\[ \dot{q}_{\text{end}} = 2 \left( \frac{dT_c}{(u_o/k_{\text{Si}} A_i) + (t_o/k_o A_o)} \right) \left[ \frac{1}{(u_o/k_{\text{Si}} A_i) + (t_o/k_o A_o)} \right] \frac{L}{6k_{\text{Si}}A_c} + 1 \]  

(19)

Here, a factor of two is included because, of course, the heat is being lost out of both ends of the active sink. In a similar fashion to (8), the equation governing the response of the active sink can be shown to be

\[ \frac{\partial T}{\partial t} = \frac{1}{\rho C_v} \left[ \left( kA \frac{\partial T}{\partial x} \right)_{\text{m}} - 2 \left( u_o/k_{\text{Si}} A_i + (t_o/k_o A_o) \right) \frac{dT_c}{(u_o/k_{\text{Si}} A_i) + (t_o/k_o A_o)} \frac{L}{6k_{\text{Si}}A_c} + 1 \right] \]  

\[ + \frac{V^2}{(\rho A_L A_i)(1 + a_{\text{Si}} dT_c)^4}. \]  

(20)

For validation of this last result, (20) was solved in isolation using a fourth order Runge-Kutta algorithm in Simulink. For clarity, the term related to the heat exchange through the insulator was omitted. This was then compared to the transient response of the isolated active sink calculated using FEA in Comsol shown in Figure 4. In Figure 6, the peak temperature and the end temperature of the active sink as calculated using FEA are compared to the temperatures as inferred from the results of the Simulink simulation and (13) and (18). The equivalent constant temperature as calculated from the Simulink model is also plotted for comparison. It is important to note that it took over twenty minutes to solve the full 3D model of the active sink with FEA and less than ten seconds to solve the equivalent 1D case in Simulink. In Figure 7, the transient response of the current flow through the active sink as calculated by the FEA model assuming that the full three-dimensional temperature distribution and the equivalent one-dimensional distribution assumed in the Simulink model are compared. As the transient response of the current and the calculated end temperatures of the sink are the same in both models, it shows that the two are equivalent with the same amount of energy being generated and lost in both cases. The advantage of using the one-dimensional case instead of using FEA directly is the reduction of computational time and the ease of including feedback systems in the model without reducing accuracy significantly. Discrepancies are likely to be due to the assumption that the temperature distribution is parabolic which is only approximately true.

To summarise, it has been shown that the heat exchange through the insulator and protective skin layer can be expressed as (3). It has also been shown that the thermoelectric response of the sensor layer and the active sink can be given as (8) and (20), respectively. As the response of one layer is directly affected by the response of neighbouring layers, the governing equations are coupled and hence an analytical solution is unlikely. Fortunately, now the problem is in this reduced form, a numerical solution is possible.
where $dV$ is the change in applied voltage, $G$ is the gain, $R_{\text{req}}$ is the required resistance, that is, the resistance calculated using (7), $R_t$ is the resistance at room temperature, and $R(t)$ is the instantaneous resistance. In this way, the resistance is kept constant and hence each element’s temperature. The flux coming through the polymer layer is then monitored by measuring the electrical power through the temperature sensor. The power through the sink will be essentially constant except at times of rapid external temperature change where there will be a small change before it returns to its usual level. Clearly implementation of more sophisticated feedback systems is quite simple, but not necessary.

4.1. Solution of the Model. As was mentioned previously, the system model for the entire device can be solved using Simulink; see Figure 8 for the model. The algorithm is as follows:

1. Initially, it is assumed that all layers are in thermal equilibrium and are at substrate temperature. There is initially no power going to the active sink and temperature.

2. In the first time step, the resistance of the temperature sensor and active sink is measured and compared to the required resistance equivalent to the initial specified elevated temperature (37.5°C) and the voltage is increased accordingly.

3. This results in a change in temperature of the sink and sensor. Given these temperatures as boundary conditions, the temperature profile throughout the insulation and polymer layer is found by solving (3) using the Crank-Nicolson method as discussed in Appendix B. This is achieved using an embedded Matlab code in Simulink. The heat flux being transferred to/from the sink and sensor can be found by differentiating the temperature profile in the insulation/polymer layer, respectively, at the interface as per (5). This then determines the heat flow into and out of the electrically heated layers.

4. The instantaneous temperature of the temperature sensor is then found by integrating (8) using the fourth-order Runge-Kutta solver with discreet time-stepping built into Simulink.

5. Similarly, the instantaneous temperature of the active sink is found by integrating (20) in the same manner as the sensor.

6. The temperatures are then used to find the resistances of the active sink/temperature sensor using (7).

7. Given the resistance and the applied voltage, the electrical power passing through the sensor is measured using (6).

8. In the next time step, the resistances are compared again to the desired resistances and the voltages being applied to the active sink/temperature sensor are again changed accordingly. The sequence from step 3 to 8 is repeated for the necessary number of time steps.
(9) At some juncture, it is possible that the response to a change in external temperature is needed. The algorithm just described is the same except that the boundary conditions stated in step 3 for the polymer layer will change as the external temperature changes.

5. Results

For the purposes of simulation, it will be assumed that the temperature sensor will be made out of a gold layer 200 nm thick and with the same width and length as the active sink. The insulation layer and polymer layer will be assumed to have the same properties as PDMS for simplicity. The insulation layer will be 10 μm thick, and the protective polymer layer will be 100 μm. The properties of the layers are shown in Table 2.

It should be noted that gold was considered as it is compatible with a number of MEMS fabrication facilities. Other materials, perhaps with a higher temperature coefficient of resistance or electrical resistivity, could be used if convenient. The time, \( dt \), for each integration step is 1 μs. The gain for the active sink proportional controller was set to 1 and for the temperature sensor was set to 0.05. It was assumed that the controllers would measure the resistances of the pertinent layers and change their voltages accordingly every 0.1 ms. The initial sensor temperature was set to 310.5 K, as before, and the external temperature was set to room temperature (293 K) until 0.25 s when the device was instantaneously brought into contact with an object at 273 K. The response for the active sink and temperature sensor can be that shown in Figure 9.

Table 2: The properties of gold and PDMS as used in the temperature sensor, insulation, and polymer layers.

<table>
<thead>
<tr>
<th>Property</th>
<th>Gold</th>
<th>PDMS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thermal conductivity (W/(m·K))</td>
<td>318</td>
<td>0.15</td>
</tr>
<tr>
<td>Electrical resistivity (Ω·m)</td>
<td>2.23E−8</td>
<td>10E−12</td>
</tr>
<tr>
<td>Temperature coefficient of resistance (1/K)</td>
<td>3.768E−3</td>
<td>—</td>
</tr>
<tr>
<td>Specific heat (J/(kg·K))</td>
<td>129</td>
<td>1460</td>
</tr>
<tr>
<td>Density (kg/m³)</td>
<td>19,320</td>
<td>970</td>
</tr>
</tbody>
</table>
There are several features that are worth noting in the response of the active sink and temperature sensor. The first is the initial transience. As the sink and sensor are starting from room temperature and need to be heated to 310.5 K, there is tendency for the controller to overshoot before settling down to the correct temperature, especially if the sampling time of the controller is large. It is also important to note that while the temperature was changed instantly, it took the temperature sensor about 0.1 s to reach steady state. This is important because the external temperature can only be calculated analytically if the temperature gradient throughout the polymer layer is known. Also, while it can be predicted using solutions such as that given in Appendix A, in reality it is likely only to be known exactly when the gradient is constant, that is, when the sensor is at steady state. It is interesting to note the small increase in power in the active sink before returning to normal as it compensates for the sudden heat loss in the temperature sensor.

It should not be that such changes in power and even the small changes in the resistances of the gold layer are easily achieved using modern digital multimeters, such as NI 4070 [29], which is capable of measuring 1 V at 1 μV resolution and 20 mA at 10 nA resolution and therefore can measure resistances to ca. 60 μΩ and powers to 23 nW at the appropriate level to seven digits at 5 S/s, which is more than sufficient. Cheaper options can be created using multimeter ICs, such as MAX1367 [30], to provide a sufficient resolution.

Figure 9(b) shows how the electrical power in the temperature sensor changes with external power. Comparing Figure 9(b) with Figure 10 which shows how the heat energy flowing into the polymer layer changes, it is clearly seen that the electrical energy is completely converted into heat which is lost through the polymer layer. This verifies the theory that the active sink, if maintained at the same temperature as the sensor, does prevent any heat being lost to the substrate.

The effect of the control mechanism can be quite profound. If the sampling rate is too low or the gain is too high, abhorrent behaviour can occur masking the effects of changing the external temperature. For example, in Figure 11 the response of the active sink and temperature sensor is given again for the system described above but with the sampling time increased to 5 ms. Even with the gains for the active sink and temperature sensor controller reduced to 0.5 and 0.05, respectively, the behaviour is not ideal. This will dictate what technology is used for the controllers.

The device temperature was set to 310.5 K which is comparable to the body temperature and is therefore able to be handled safely. The reason for this high temperature is that the steady-state temperature difference between this temperature and room temperature is 17.5 K which sets the limit for the highest external temperature measurable. It can be seen in Figure 12 that if the external temperature is decreased relative to room temperature, the amount of electrical power converted to heat is increased. Conversely, if the external temperature is increased, the electrical power needed by the sensor to maintain its temperature is decreased. Eventually, the external temperature will be so high that even if no electrical power was passing through the sensor, it would still be
at a higher temperature than required and no more increases in temperature can be measured as the power would be zero for all higher temperatures. The minimum external temperature measurable by the sensor will be determined by how much power the control circuit can provide.

The responses given in Figure 12 show a trend which is more clearly seen in Figure 13. Figure 13 shows how the steady-state response changes when the external temperature is changed from room temperature. It can be seen that the difference in the steady-state power levels in the sensor as compared to the steady-state power level at room temperature is a linear function of the change in external temperature. This is likely to be due to the assumption that the resistance of the sensor has a linear dependence on temperature as given in (7).

6. Fabrication

As mentioned above, while there are several designs that are possible, they are all equivalent to each other provided that the sensor consists of two conductive elements (the diaphragm and substrate) separated by an electrically, but not thermally, insulating layer (the oxide layer in this example). The design configuration below provides an additional common ground between the detecting layer and the active sink. If the pressure sensor was as described above, that is,
fabricated on a bonded silicon-on-insulator (BSOI) wafer coated with a polymer layer for protection with the diaphragm being released through selective etching of the insulating oxide layer, as is quite common, then a simple process plan to fabricate the temperature and capacitive sensors together is possible. A possible plan is given in Figure 14.

7. Conclusions

A temperature sensor capable of measuring temperatures from 40°C to less than −60°C has been described. The sensor has been designed with the expressed intent of being able to be integrated with existing compliant capacitive pressure sensors. It was noted that if these sensors are silicon-based, heat loss to the substrate is significant. Therefore, the sensor incorporates an active heat sink. The active sink and temperature sensor have individual proportional controllers allowing their temperatures to be maintained at a constant equal value, regardless of the external temperature. By keeping the active sink and temperature sensor at an equal temperature, it has been shown that heat loss from the temperature sensor to the substrate is prevented, so that the change in heat flux due to change in the external temperature can be directly and accurately measured.

Even though it is inherently a three-dimensional structure, the thermoelectrodynamics has been simplified into a one-dimensional Simulink model which allows for the response of the sensor to be known. The model incorporates the effect of the temperature profile in the insulation layers as well as the transient nature of heat generation. In this manner, the heat exchange mechanisms between the layers have been fully modelled. The fabrication plan for these sensors has also been described.

Appendix

A. Analytical Solution for Temperature Distribution in Polymer Layer

As was previously mentioned, (3) does have an analytical solution. In the context of the numerical integration scheme discussed above, only the change in the temperature distribution, $T(x)$, during each fixed time step, $dt$, is required as this gives the heat flux flowing in/out of the layer’s surface. In general, the temperature distribution and the associated end temperatures, $T_{1,2}$, of the insulation/polymer layer are continuous functions of time. However, in the numerical scheme, it is assumed that the end temperatures are constant for the duration of the fixed time step. Therefore, the boundary conditions to be used in the solution of (3) are:

$$T(x, t) = T_1(t'), \quad \text{when } x = 0,$$

$$T(x, t) = T_2(t'), \quad \text{when } x = L,$$

where $t'$ is the time during each time step, that is, $0 \leq t' \leq dt$. The initial condition is the temperature distribution, $g(x)$, inherited from the solution of the previous time step. When $t = 0$, it is assumed that the whole structure is in thermal equilibrium with the environment and therefore the initial condition can be stated as

$$T(x, 0) = T_R, \quad t = 0,$$

$$T(x, 0) = g(x), \quad t > 0,$$
where $T_R$ is the room temperature in K. As surface conditions are assumed to be independent of time during each time step, the general problem can be simplified to that of two problems, one of steady temperature and one of variable temperature with prescribed initial temperature and zero surface temperature [25]. Put

$$T = u + w,$$  \hspace{0.5cm} (A.3)

where $u$ and $w$ satisfy the following equations:

$$\frac{d^2 u}{dx^2} = 0 \ (0 < x < L),$$  \hspace{0.5cm} (A.4)

$$u = T_1, \quad \text{when} \ x = 0,$$

$$u = T_2, \quad \text{when} \ x = L,$$  \hspace{0.5cm} (A.5)

$$\frac{\partial w}{\partial t} = \alpha \frac{d^2 w}{dx^2} \ (0 < x < L),$$  \hspace{0.5cm} (A.6)

$$w = 0, \quad \text{when} \ x = 0 \ \text{and} \ x = L,$$  \hspace{0.5cm} (A.7)

$$w(x, 0) = g(x) - u.$$  \hspace{0.5cm} (A.8)

Straightaway, the solution to (A.4) can be given as

$$u = \frac{T_1 + (T_2 - T_1)x}{L}.$$  \hspace{0.5cm} (A.9)

If the initial temperature distribution, $g(x)$, can be expanded in the sine series,

$$g(x) \equiv \sum_{n=1}^{\infty} a_n \sin \frac{n\pi x}{L},$$  \hspace{0.5cm} (A.10)

where

$$a_n = \frac{2}{L} \int_0^L g(x') \sin \frac{n\pi x'}{L} dx'.$$  \hspace{0.5cm} (A.11)

Then,

$$w(x, 0) = \sum_{n=1}^{\infty} b_n \sin \frac{n\pi x}{L},$$  \hspace{0.5cm} (A.12)

where

$$b_n = \frac{2}{L} \int_0^L \left[ g(x') - \frac{T_1 + (T_2 - T_1)x}{L} \right] \sin \frac{n\pi x'}{L} dx'.$$  \hspace{0.5cm} (A.13)

It is clear that the solution to (A.6) must be

$$w(x, t') = \sum_{n=1}^{\infty} b_n \sin \frac{n\pi x}{L} e^{-\omega n^2(t'/L^2)}.$$  \hspace{0.5cm} (A.14)

Therefore,

$$T(x, t') = T_1 + (T_2 - T_1) \frac{x}{L} + 2 \sum_{n=1}^{\infty} \frac{T_2 \sin \frac{n\pi}{2} - T_1}{2n+1} \sin \frac{n\pi x}{L} e^{-\omega n^2(t'/L^2)}$$

$$+ 2 \sum_{n=1}^{\infty} \frac{\sin \frac{n\pi}{2} - \sin \frac{n\pi}{L} e^{-\omega n^2(t'/L^2)} \int_0^L g(x') \sin \frac{n\pi x'}{L} dx'}.$$  \hspace{0.5cm} (A.15)

From (A.15), the temperature gradient at the surfaces of the layer can be found and hence the heat flux exchange into the layer in accord with (5). When $g(x)$ is a simple, known function, an exact answer for (A.15) can be found. However, in general, $g(x)$ will be the solution of (A.15) for the previous time step and will only be known numerically. This means that in general (A.15) will need to be solved using numerical integration methods. The problem is that (A.15) tends to converge slowly and so the integral becomes highly oscillatory. While there are numerical integration methods that can be used effectively, such as that given in [31], an accurate numerical solution to (A.15) is prohibitively computationally expensive and so the method detailed in Appendix B is used instead.

**B. Numerical Solution for Temperature Distribution in Polymer Layer**

Equation (3) is a parabolic partial differential equation frequently encountered in heat transfer problems. It is well known that boundary and initial conditions of the form given in (B.1) are sufficient to ensure that the solution is unique [26].

$$T(0, t) = f_0(t),$$

$$T(L, t) = f_L(t),$$  \hspace{0.5cm} (B.1)

$$T(x, 0) = g(x).$$

In this case, a solution is required for the region $0 \leq x \leq L, 0 \leq t \leq dt$, where $dt$ is the time step in the system numerical integration scheme. To solve this problem, a finite difference approach is used. Here, a rectangular grid is superimposed on this region, with equal increments, $\Delta x$, in the space coordinate, and $\Delta t$ in the time coordinate. The grid points are then

$$x_i = i\Delta x, \quad i = 0, \ldots, N_x, \quad \Delta x = \frac{L}{N_x},$$  \hspace{0.5cm} (B.2)

$$t_j = j\Delta t, \quad j = 0, \ldots, N_t, \quad \Delta t = \frac{dt}{N_t}.$$  

The Crank-Nicolson method can be used to solve this problem and has the advantage of being unconditionally stable and being second-order accurate in both $\Delta x$ and $\Delta t$ [26].
The finite difference expressions can be shown to be

\[ \frac{1}{2} \left( T_{i+1,j+1} - 2T_{i,j+1} + T_{i-1,j+1} \right) + \frac{T_{i+1,j} + T_{i-1,j}}{(\Delta x)^2} = \frac{1}{\Delta t} \left( T_{i+1,j} - 2T_{i,j} + T_{i-1,j} \right). \]

By defining

\[ \gamma = \frac{\Delta t}{\alpha(\Delta x)^2}. \]

Equation (B.3) can be rearranged by collecting all the \( j + 1 \) terms on one side to give

\[ \frac{\gamma}{2} T_{i+1,j+1} - (1 + \gamma) T_{i,j+1} + \frac{\gamma}{2} T_{i-1,j+1} = -\frac{\gamma}{2} T_{i+1,j} + (\gamma - 1) T_{i,j} - \frac{\gamma}{2} T_{i-1,j}. \]

These equations can be collected together for a specific value of \( j \) into a single matrix equation:

\[ A(\gamma) \overrightarrow{T}_{j+1} = A(\gamma) \overrightarrow{T}_{j} + \overrightarrow{b}, \]

where

\[ A(\gamma) = \begin{bmatrix}
    1 + \gamma & -\gamma & 0 & \cdots & 0 \\
    -\gamma & 1 + \gamma & -\gamma & \cdots & 0 \\
    0 & -\gamma & 1 + \gamma & \cdots & 0 \\
    \vdots & \vdots & \vdots & \ddots & \vdots \\
    0 & 0 & 0 & \cdots & 1 + \gamma
\end{bmatrix} \]

\[ \overrightarrow{b}^* = \begin{bmatrix}
    \frac{1}{2} \left[ f_0(t_0) + f_0(t_1) \right] \\
    \vdots \\
    0 \\
    0 \\
    \frac{1}{2} \left[ f_L(t_0) + L(t_1) \right]
\end{bmatrix}. \]

As the complete thermoelastic problem is being solved using a 4th-order Runge-Kutta algorithm with a small but fixed time step \( \Delta t \), \( N_x \) can be quite small and still produce accurate results. In this case, \( N_x = 10 \), and \( N_y = 25 \). Even though the subsequent matrices are quite small and could be solved using matrix division quite easily, due to the size of the complete problem and the resulting demands on computer memory, (B.6) is solved using sparse matrix methods to reduce computation times [26].
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