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In this paper, we propose an adaptive triangular deployment algorithm that can adjust sensor distribution depending on the
variation in communication performance in an underwater environment. To predict the distance between sensor nodes, a
performance surface model is implemented by estimating the communication performance based on spatio-temporal
environment factors affecting the communication performance of the underwater sensor node. Subsequently, the performance
surface model is applied to the adaptive triangular deployment algorithm and is used to control the distance between nodes.
Therefore, underwater wireless sensor networks deployed with adaptive triangular deployment algorithms can achieve a

maximum connectivity rate with an optimal number of nodes.

1. Introduction

The nodes constituting a wireless sensor network collect
various information from the environment and transmit this
data to the adjacent nodes [1]. The layout of a sensor network
is important for the efficient and stable functioning of the
nodes. Therefore, research on a deployment algorithm for
determining the optimal layout of a sensor network by
adjusting the position of nodes in a given area is extremely
important in sensor networks.

Deployment algorithms can be divided into two cate-
gories: random deployment algorithms and deterministic
deployment algorithms [2]. Random deployment algorithms
are suitable when the nodes are arranged without any limita-
tion with regard to the number of sensor nodes. After
random deployment is performed, we can ensure stability
by deploying additional nodes in the area where degraded
performance of the system is observed. In the case of deter-
ministic deployment, an algorithm deploys the nodes in a
predetermined position by considering the performance of
the current sensor nodes. The deployment of the terrestrial
sensor network is suitable for applying the random deploy-
ment algorithm because the cost of the node is low and the

performance change of the sensor node is not large depend-
ing on the position within a given area. On the contrary, in
an underwater environment, the performance of the sensor
node is highly variable even within a given area. When the
sensor nodes are randomly deployed in a region where the
performance of nodes is not homogeneous, the connectivity
between the nodes degrades due to deterioration in commu-
nication performance in some areas. In another area, more
nodes than necessary can be deployed even though sufficient
connectivity is secured. Although the performance of the
network can be improved by deploying additional nodes in
the area where the number of nodes is insufficient even
though there are redundant nodes in some areas, this hinders
the economics of network implementation. In particular,
this method is not suitable owing to the high cost of an
underwater sensor node.

Numerous deterministic deployment algorithms have
been studied, and some of them are summarized in Table 1.
Particle swarm optimization (PSO) and virtual force algo-
rithm (VFA) are deployment algorithms based on optimiza-
tion algorithms and are used to find the optimal sensor node
position through iterations until the initial random deploy-
ment node satisfies the given condition [3, 4]. Optimization
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TasLE 1: Example of a sensor deployment algorithm.

Reference Algorithm Criterion Adjust sensor spacing
[3] Optimization Coverage Impossible

[4] Optimization Coverage Impossible

[5] Pattern Coverage Impossible

[6] Pattern Coverage Impossible

[7] Pattern Coverage Impossible

[8] Pattern Coverage, partial connectivity Impossible

[9] Pattern Coverage, partial connectivity Impossible

This paper Pattern Full connectivity possible

algorithms have the disadvantage that the time required to
deploy a node increases exponentially as the number of
nodes increases and the complexity of the environment
increases. Another deterministic deployment technique is
to deploy nodes in various patterns, such as triangles, long
belts, and diamonds [5-9]. However, conventional pattern
deployment algorithms mainly considered only the coverage
between nodes [5-7]. In such a case, as there is a possibility
that each node of the sensor networks cannot transmit the
collected data to the adjacent nodes, the function of the
sensor networks may be lost. Although some studies have
proposed a deployment considering connectivity, their
results pertain to limited conditions and only considered
partial connectivity [8, 9]. In case of partial connectivity,
managing the information delivery time and lifetime of
nodes is disadvantageous because it is more likely to bypass
more nodes to transmit the collected information to the final
node. In addition, when one node fails, there is a possibility
that the connectivity of the entire node becomes problematic.
As it is not easy to find and replace the problematic nodes
after the underwater sensor network is configured, it is neces-
sary to deploy the nodes to enable communication between
the nodes through an alternative path. Crucially, conven-
tional pattern deployment algorithms are unsuitable for
underwater environments where the performance of the
sensor varies rapidly depending on the environment, as all
nodes assume the same detection or communication range.
In this paper, an adaptive triangular deployment algo-
rithm is proposed to obtain maximum connectivity with
the optimal number of nodes based on the simulated com-
munication performance of sensor nodes in an underwa-
ter environment. Most conventional triangular deployment
algorithms deploy nodes at equal distances, which can
theoretically form full connectivity with adjacent nodes [9].
However, as the performance of the nodes may vary depend-
ing on the environment they are in, if equally spaced deploy-
ment is applied, connectivity between nodes in all areas can
be difficult to maintain, and there may be some areas where
the nodes may not be connected. In our proposed adaptive
triangular deployment algorithm, node deployment is pos-
sible by adjusting the node interval by considering the
communication performance depending on the node posi-
tions in a given area. Therefore, it is more advantageous
than the conventional triangular deployment algorithm in
ensuring connectivity between nodes. The communication

performance in a given area is analysed through a communi-
cation prediction simulation that reflects the environmental
factor affecting the node’s communication performance,
and a performance surface model is implemented by map-
ping the communication performance. The implemented
performance surface model is used as the basis for adjusting
the spacing of the adaptive triangular deployment algorithm,
ensuring full connectivity of deployed nodes. Therefore, it is
possible to construct an underwater sensor network that
maintains high connectivity with an optimal number of
nodes using an adaptive triangular deployment algorithm
considering communication performance in an underwater
environment.

This remainder of this paper is organized as follows. The
generation method of the performance surface is described in
Section 2. The methodology of the adaptive triangular
deployment algorithm is proposed in Section 3. The adaptive
triangular deployment algorithm is verified to be an efficient
deployment method compared to the conventional triangu-
lar deployment algorithm via simulation comparisons in
Section 4. The conclusions are summarized in Section 5.

2. Performance Surface Model

In conventional research, a performance surface model is
used to geospatially map the detection probabilities of targets
for the performance evaluation of underwater sonar systems
[10]. In this paper, the communication range between nodes
according to the underwater environment in a given area is
calculated through simulation. An underwater communica-
tion performance surface model is implemented based on
the communication range calculated for the whole given area.
The performance surface model is used as a basis for position
control considering the connectivity between nodes with
the adaptive triangular deployment algorithm. This section
describes the implementation process of the performance
surface in detail.

2.1. Communication Distance Calculation with the Predicted
Communication Performance. The communication perfor-
mance of the sensor node can be evaluated through the bit
error rate (BER) [11]. Therefore, the connectivity of two
nodes is secured when two adjacent nodes constituting the
sensor network satisfy the BER criterion required by the
system. To estimate the BER between adjacent nodes in an
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F1GURE 2: Block diagram of the communication performance estimation algorithm.

underwater environment, simulating the channel that reflects
environmental information such as sound velocity profile,
bathymetry, and bottom constituent depending on the loca-
tion of the node is necessary. The Bellhop model is a suitable
channel model to simulate an underwater acoustic channel
reflecting environmental information, and it can extract
channel impulse response and transmission loss, as shown
in Figure 1 [12].

The signal-to-noise ratio (SNR) of the signal received
at the receiving node can be calculated by including the
simulated transmission loss (TL) value in Equation (1)

SNR = SL - TL - NL, (1)

where SL denotes the source level and NL denotes the
ambient noise level from the Wenz curve [13-15].

It is possible to represent an acoustic channel in the
given underwater environment using the simulated channel
impulse response characteristic and the calculated SNR
value. The simulated channel impulse response and the
calculated SNR are applied to the communication perfor-
mance estimation algorithm, as shown Figure 2.

Figure 3 shows a deployment scenario of an underwater
acoustic sensor network installed at the seabed. To obtain
the communication range of each sensor node in the under-
water environment, the maximum communication range
(MCR) that satisfies the minimum BER for ensuring the
stability of information transmission between adjacent nodes

F1Gure 3: Deployment scenario of an underwater acoustic sensor
network.

should be calculated. Therefore, the MCR can be calculated
by extracting the BER depending on the distance from the
transmitting node to the receiving node through the commu-
nication performance estimation algorithm.

2.2. Implementation of the Performance Surface Model in the
Target Area. The East Sea of South Korea is selected as the
target area for deploying the nodes. Figure 4 shows the
sampling points for implementing the communication
performance surface model in the target area. The selected
target area spans an area of 16 km x 16 km, and there are a
total of 25 sampling points in this area. Assuming that each
sampling point denotes the location of the transmitting node,
sampling was performed on the azimuth and the distance
assuming that the receiving node exists for up to 2km at
intervals of 100 m for 6 azimuths. According to the deploy-
ment scenario in Figure 3, the sensor network is installed
on the ocean floor; thus, the depth of the node is determined
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FIGURE 4: Sampling points in the target area.

by the topography of the position where the node is located.
Therefore, the performance surface model is implemented
assuming the horizontal distance based on the reference
node. To simulate the communication channel for each
sampling situation using the Bellhop model, the environ-
mental data for sound velocity structure, topography, and
bottom constituent were used. For the sound velocity struc-
ture, the monthly data of GDEM was used, and ETOPO data
for bathymetry was used [16, 17]. The bottom constituent
used data measured at the target area.

Topography and bottom constituent are spatial factors
affecting the underwater communication channel, which
vary with the location of the target area. The factor affecting
the temporal change of the underwater channel is the sound
velocity structure, which is sensitively affected by the temper-
ature variation across seasons. The nodes constituting a
sensor network must be able to communicate with the
adjacent nodes in harsh environments. The sound velocity
profile for various seasons should be considered for temporal
change as well as spatial change. Therefore, a performance
surface model with the sound velocity structure in February
and August, which represents winter and summer, respec-
tively, was implemented. Moreover, a comprehensive per-
formance surface model is implemented by considering the
lower performance value at each point of the two seasons.

Spatial SNR and BER for each azimuth and distance of
the sampling points were simulated depending on the tempo-
ral and spatial changes of the underwater environment.
The input parameters for the simulation are presented in
Table 2, and the results for winter and summer are presented
in Figures 5 and 6, respectively. Assuming a target BER of 1%
as shown in Table 1, the MCR for each azimuth for each
sampling point is calculated. As each sampling point has
the MCR for each azimuth, each sampling point should be
represented by its MCR in order to be simplified as a perfor-
mance surface model. Therefore, the MCR is averaged over

TaBLE 2: Communication system parameters for simulation.

Input Parameter Value
Frequency 10kHz
Source level 140dB

Source depth 2 m above seabed
Receiver depth 2 m above seabed
Wind speed 5m/s
Channel estimator MMSE
Equalizer MMSE
Target BER 1%

all azimuths at each sampling point using Equation (2), and
this value is defined as the average maximum communica-
tion range (AMCR).

m . . .
Z Max1mum communication range
AMCR = &=L

, (2

Number of bearing

where m is the number of bearing samples.

Figures 7(a) and 7(b) show the performance surface
model results of sensor nodes in winter (February) and
summer (August), respectively. In summer, there are many
refracted waves owing to the sound velocity structure, which
causes communication performance degradation owing to
the multipath delay spread of the signal. Therefore, the
communication performance is relatively poorer in summer
than in winter. Figure 8 shows the final performance surface
model implemented by combining the performance surface
models of the two seasons in the target area, which almost
follows the performance surface model in summer.
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F1GurE 6: SNR and BER in summer (August) for the target area.

3. Methodology of Adaptive Triangular
Deployment Algorithm

In the conventional triangular deployment algorithm, the
distance between sensor nodes is constant [9]; it is impossible
to adjust these distances based on the communication per-
formance according to the positions of the nodes. Therefore,
to effectively deploy sensor nodes in the underwater environ-
ment, an unequal spacing deployment algorithm that con-
siders the changes in communication performance is
required. In this study, the adaptive triangular deployment
algorithm, which is capable of adjusting the distances
between the sensor nodes according to changes in communi-
cation performance, is proposed. The proposed adaptive
triangular deployment algorithm is a deterministic algorithm

that is suitable for implementing efficient underwater sensor
networks and offers full connectivity.

The conceptual depictions of the conventional and
adaptive triangular deployment algorithms are presented in
Figures 9(a) and 9(b), respectively. As shown in Figure 9(a),
the constant communication ranges of the nodes do not
overlap when the communication performance of the nodes
differ according to the environment because the conventional
method deploys nodes at constant spacing. Therefore, the
connectivity between the nodes is not maintained consis-
tently. In the adaptive method, because the communication
performance of the nodes according to the environment is
considered as shown in Figure 9(b), communication ranges
of the nodes can overlap via positional adjustments. The
performance surface model used to adjust the node spacing
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in the proposed adaptive triangular deployment algorithm is
represented by the AMCR that is azimuthally averaged at
each sampling point; thus, the communication ranges of
two adjacent nodes may be different. In general, the reci-
procity theory is assumed between the transmitter and the
receiver in a communication system. Applying the reciproc-
ity theory to Figure 9(b), the communication ranges of nodes
“b” and “c,” which are located within the communication
range of node “a,” include the position of node “a.” There-
fore, we applied the reciprocity theory in the adaptive
triangular deployment assuming that the connectivity of the
two nodes is secured if the AMCR of one of these contains
the remaining node’s position.

Figure 10 shows the methodology of the adaptive
triangular deployment algorithm. In this algorithm, the
upper boundary of a target area is selected as the reference
line, and the nodes in this line are deployed one by one
horizontally. Node “A” is deployed as the reference node
for the target area. Node “B” is deployed in the communica-
tion range of node “A” along the reference line. The commu-
nication range of node “A” can be extracted from the
performance surface model of the target area, and the con-
nectivity between nodes “A” and “B” can be secured by this
method. The remaining nodes on the reference line are also
deployed through this process to fill the line.

The nodes on the following line are deployed at the
intersections between the communication ranges of the
nodes on the preceding line. Node “a” is deployed at the
intersection between the communication range of nodes
“A” and “B.” The intersection of the two nodes can be com-
puted in vector form using Equation (3), and the progress
is described in Figure 11.

—

AB AB\"
ﬁ):m+:racose+ — | r,sin0. (3)
AB AB

Node “b” is deployed at the intersection between the
communication ranges of nodes “B” and “C.” The nodes on
this line are thus deployed using the same process to fill the
entire line. This method is consecutively applied to all the
even lines (see Figure 10).

If the aforementioned method is repeatedly applied to all
the following lines, the number of nodes constituting each
subsequent line decreases by one as shown in Figure 12; thus,
it is impossible to deploy nodes for the entire target area by
this method. To solve this problem, node “1” in Figure 10 is
located on the intersection between the communication

range of the node “a” and the left vertical boundary of the
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target area, serving as the new reference node. To ensure
connectivity between node “1” and the nearest node of the
upper line, node “2” is deployed at the intersection of the
communication ranges of nodes “1” and “a,” as shown in
Figure 10. Further, node “3” is deployed on the intersection
between the communication ranges of nodes “2” and “b.”
The nodes on this line are thus deployed in this manner to fill
the entire line. The same method is consecutively applied to
all the odd lines (see Figure 10).

FIGURE 12: Adaptive triangular deployment using only the even
line method.

Because a target area exhibits varied communication
performance depending on the environment, it is sometimes
impossible to determine an intersection using this proposed
basic deployment method. Therefore, the following three
techniques have been added to solve these problems.

First, if the condition of Equation (4) is not satisfied, no
intersection exists between two nodes.

V0= 4 (=3, SR+ Ry, (4)

«_»

where (x,,y,) and (x,,y,) are the coordinates of nodes “a
and “b,” respectively. R, and R, are the communication
ranges of nodes “a” and “b,” respectively. For example, in
Figure 13, node “3” is deployed at the intersection between
the communication ranges of nodes “2” and “b” according
to the odd line deployment method. However, because the
distance between nodes “2” and “b” is greater than the sum
of the communication ranges of the two nodes, Equation
(4) is not satisfied, and there is no intersection between the
two nodes. In this case, node “a,” which was deployed before
node “b,” is used to determine the intersection for node “3.”
Thus, node “3” is deployed at the intersection between the
communication ranges of nodes “a” and “2.”

Second, when the deployment based on the performance
surface model is implemented, a vertical position difference
may occur between nodes on the same line. If this difference
is accumulative, the intersection points between the nodes
may not be readily obtained. Thus, a method to solve this
problem is outlined in Figure 14. Nodes “A” and “B” on the
same line have a slope ox. If this slope exceeds the threshold,



FIGURE 13: Deployment method when the distance between two
nodes is greater than the sum of the communication ranges of the
two nodes.

Additional node

FIGURE 14: Principle of deployment of additional node using the
tilt angle.

an additional node “C” is deployed at the intersection
between the nodes “A” and “B.”

Third, if there is a region where the communication
performance is drastically degraded, a large number of nodes
may be required to fill the given area, or the nodes may
converge at a certain point without filling the given area.
Therefore, selective deployment is required for an area that
has rapidly declining performance. Accordingly, a limitation
on the minimum communication range for deployment
of a node should be defined. For example, if any node
has a communication range below this limitation value,
it is not deployed.

The flowchart of the adaptive triangular deployment
algorithm is thus presented in Figure 15.

4. Simulation of Optimal Deployment of Sensor
Nodes Using Adaptive Triangular
Deployment Algorithm

The deployment of nodes using the aforementioned adaptive
triangular deployment algorithm was performed by applying
the performance surface model. To verify that the adaptive
triangular deployment algorithm is effective for implemen-
tation and operation of an efficient and stable underwater
sensor networks, it is compared with the conventional
triangular deployment algorithm.

In the case of the conventional triangular deployment
algorithm, because equal spacing is used with a constant
communication range, a distance setting for the communica-
tion range is required. The communication range of 1km
(case 1) and 2km (case 2) was selected via the best- and
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FiGure 15: Flowchart of adaptive triangular deployment algorithm.

worst-case scenarios of the conventional triangular deploy-
ment algorithm, considering that the communication range
in the given area from the performance surface model is
approximately 1km to 2km. And 1.5km (case 3) corre-
sponding to the middle of both cases was selected as the
communication range. The deployment results for each of
these cases are shown in Figures 16-18. The deployment
results are shown for the performance surface model and
are located at constant spacing regardless of the communi-
cation ranges of the nodes according to their positions.
Figure 19 shows the result of deploying nodes via the adap-
tive triangular deployment algorithm (case 4). The result is
that the node distance is adjusted to reflect the communica-
tion range according to the position in the target area
through the adaptive triangular deployment algorithm.

In Figure 20, the connectivity of sensor nodes for each
case is illustrated. In case 1, connectivity between nodes was
achieved in the entire given area, but more nodes are
deployed in the area with superior communication per-
formance. In cases 2 and 3, nodes in areas with low
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communication performance are not connected. In case 4,
the connectivity to the entire area is achieved with a relatively
small number of nodes.

The connectivity rates and number of nodes used to fill
the given area for the four deployment cases are compared
in Table 3. Here, the connectivity rate (R.) is the ratio of
the total number of nodes (N,) deployed and the number of
nodes (N) having k-connectivity (k> 2) and can be defined
by Equation (5).

N
R ==, 5
A (5)

In the case of a conventional triangular deployment
assuming a communication range of 1km (case 1), a total

—  Conventional triangular deployment
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Ficure 18: Deployment result using conventional triangular
deployment within a range of 1.5km (case 3).
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F1GURE 19: Deployment result using adaptive triangular deployment
(case 4).

of 314 nodes are deployed in the given area, and each node
has a connectivity rate of 100% as the communication range
is satisfied for the entire target area. In this case, it is possible
to implement a stable sensor network in a given area.
However, it is an inefficient deployment as more nodes than
necessary are deployed in an area having excellent communi-
cation performance. Assuming range of 2km (case 2), the
required number of nodes is 85, and the connectivity rate is
approximately 30%. Assuming coverage of 1.5km (case 3),
the required number of nodes is 126 and the connectivity rate
is about 70%. Cases 2 and 3 have a problem which the con-
nectivity between the nodes is degraded since the number
of nodes is insufficient in the area where the communication
performance deteriorates. Therefore, the three cases do not
satisty the efficiency and stability of the network. When the
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F1GURE 20: Connectivity of nodes for each case.

TaBLE 3: Example of sensor deployment algorithm.

Number of

Case  Number of nodes
connected node

Connectivity rate

1 314 314 100%
2 85 25 30%
3 126 88 70%
4 124 124 100%

adaptive triangular deployment algorithm (case 4) is used,
124 nodes are required. In this case, although the number
of nodes is almost the same as that of case 3, the connectivity
rate is 100% because each node is deployed through the
interval adjustment considering the communication perfor-
mance. Consequently, it can be observed that the adaptive
triangular deployment is an algorithm that can achieve
maximum connectivity with an optimal number of nodes.

5. Conclusion

In this paper, we propose an adaptive triangular deployment
algorithm that can optimize connectivity in a sensor network

as adjusting the spacing between nodes considering commu-
nication performance according to underwater environment.
To consider the communication performance according to
the underwater environment, actual location data from a
sea such as sound velocity structure, seabed topography,
and seabed constitution are collected. Using the collected
data, the communication channel of the target area was
simulated. A performance surface model was implemented
by simulating the communication performance of the nodes
according to their positions in the target area via the simu-
lated communication channel. The conventional deployment
algorithms mostly considered only the range of the nodes
or connectivity under limited conditions. Further, most
deployment algorithms have equally spaced nodes without
considering the performance of the nodes according to the
environment. The proposed adaptive triangular deployment
algorithm can apply the performance surface model to adjust
sensor intervals considering the communication ranges of
the nodes according to their positions. Through this method,
each node is guaranteed connectivity with its adjacent nodes
and can achieve full connectivity. The proposed adaptive
triangular deployment algorithm is thus demonstrated to be
a suitable methodology for efficient and stable underwater
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sensor network implementation that can secure maximum
connectivity with an optimal number of nodes compared to
the conventional triangular deployment algorithms.
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