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The Dempster–Shafer evidence theory has been widely applied in multisensor information fusion. Nevertheless, illogical results may occur when fusing highly conflicting evidence. To solve this problem, a new method of the grouping of evidence is proposed in this paper. This method uses a combination of the belief entropy and the degree of conflict of the evidence as the judgment rule and divides the entire body of evidence into two separate groups. For the grouped evidence, both the credibility weighted factor based on the belief entropy function and the support weighted factor based on the Jousselme distance function are taken into consideration. The two determined weighted factors are integrated to adjust the evidence before applying the DS combination rule. Numerical examples are provided to demonstrate the theoretical feasibility and rationality of the proposed method. The fusion results indicate that the proposed method is more accurate than the compared algorithms in handling the paradoxes. A decision-making case analysis of the biological system is performed to validate the practical applicability of the proposed method. The results confirm that the proposed method has the highest belief degree of the target concentration (50.98%) and has superior accuracy compared to other related methods.

1. Introduction

Advances in technology have led to difficulties with the use of a single sensor to meet the requirements of information diversification. For this reason, intelligent multisensor systems have attracted the attention of researchers [1–3]. Multisensor systems can be used to obtain different types of information, such as sound and images. So information fusion technology plays a significant role in practical applications of intelligent multisensor systems [4–7]. Multisensor information fusion technology [8] deals with the independent observation data that are obtained from multiple sensors by selecting the appropriate information-processing algorithm. It can make complete and accurate decisions on targets in a variety of complex, dynamic, and uncertain environments. It can eliminate the limitations of single sensors that can only obtain partial information on a target. The traditional multisensor fusion methods include Kalman filtering [9], the statistical method [10], Bayesian inference [11], empirical reasoning [12], the template method [12], and others [13, 14]. In practical applications, the data that are acquired from a multisensor system may be incomplete or inaccurate due to the internal and external effects [15] of bad weather, a sensor fault, an insufficient energy supply, a communication failure, etc. These unreliable data may lead to the information having a certain degree of uncertainty and fuzziness, resulting in contradictory fusion results [16, 17]. A number of intelligent algorithms have been applied in recent years to solve this issue, including the adaptive neural network [18], the rough set theory [19, 20], the fuzzy set theory [21–23], the evidence theory [24, 25], and others [26–29].

The Dempster–Shafer evidence theory [24, 25], which has a rigorous theoretical foundation and simple combination rules, is widely applied in various fields of information fusion, including decision-making [30–33], target recognition [34–36], risk analysis [37, 38], human reliability
analysis [39], supplier selection [40], aphasia diagnosis [41], fault diagnosis [42–44], and others [45, 46]. However, when fuzzing high conflict evidence, the DS evidence theory may generate illogical results, which limits its practical application [47]. Over the last few decades, research on conflicting evidence has become a mainstream trend. The existing methods can be divided into two main types.

The first type of algorithm focuses on the modification of the normalization step of the DS combination rule. Smets proposed a transferable confidence rule [48] that assigns the conflicting sections to empty sets. Dubois and Prade proposed a disjunctive combination rule [49] in which the reliability of the conflicting evidence is redistributed to other evidences. Yager proposed a nonregularization rule [50] that treats the conflicting evidence as unreliable information and assigns the conflicting section to Θ. Sun et al. proposed the conflict average rule [51] which turns the combination rule into an operation that calculates an average. Furthermore, these methods may destroy the commutativity and the associativity of the combination rule and increase the number of required computations.

The second type of algorithm focuses on preprocessing the original evidence. Algorithms of this type include Murphy [52], Han et al. [53], Zhang et al. [54], Yuan et al. [55], Xiao [15], Radim and Prakash [56], Ye et al. [57], Khan and Anwar [58], and Ma and An and Jiang et al. [59, 60]. Murphy [52] averaged multiple sets of evidence without considering the correlation between the sets of evidence. Han et al. [53] used the Jousselme distance function [61, 62] to obtain the distance between two groups of evidence to calculate the similarity between the groups of evidence. The support degree and the credibility degree of the evidence were obtained based on a similarity measurement matrix. The modified average (or the weight average) of the evidence can be used to obtain the result where the credibility degree was a weight. Zhang et al. [54] introduced the concept of a vector space and used the cosine function to deal with conflicting evidence. Yuan et al. [55] proposed a novel weighted evidence combination rule. The Jousselme distance function and the belief entropy were combined to obtain the dynamic reliability of each sensor. A weighted averaging method was adopted to modify the conflict evidence by assigning different weights to evidence according to sensor reliability. Xiao [15] introduced the concept of belief entropy to express the effect of the evidence itself based on Deng entropy [63] and integrated the Belief Jensen–Shannon divergence with the belief entropy as the final weight for each piece of evidence. Radim and Prakash [56] proposed a new definition of entropy of BPA in the DS theory based on Shannon entropy [64]. The method defined the sum of the expected value of Shannon’s entropy as a measure of conflict and the expected value of Hartley’s entropy as a measure of nonspecificity. Ye et al. [57] proposed a robust DS combination method based on evidence correction and conflict redistribution. The Matusita distance function and closeness degree function were combined to modify the evidence. Based on the weighted mass function, they designed rational mass assignment of conflicting probability instead of directly employing the DS combination rule. Khan and Anwar [58] proposed a novel entropy function based on Shannon entropy, which was better at capturing uncertainties compared to Shannon and Deng entropies. Meanwhile, an 8-step algorithm had been developed which can eliminate the inherent paradoxes of a classical DS theory. These methods can solve the problem of illogical results of evidence fusion to some extent and affirmed the validity of the Jousselme distance function and the information entropy function. Based on previous studies, we are still persistent to achieve more accurate fuzzing results.

In this paper, we propose a new method of the grouping of evidence. The main contributions of this paper can be summarized as follows: First, the proposed method improves the accuracy of evidence fusion by considering both the evidence distance function and the information volume. Second, this method significantly reduces the calculation burden through the grouping of evidence. We use a combination of belief entropy and the degree of conflict of the evidence as the judgment rule and divide the entire body of evidence into two separate categories: high credibility degree evidence and general credibility degree evidence. During the processing of the grouped evidence, both the credibility degree and the support degree are taken into consideration. The proposed method assigns a more appropriately weighted factor to every piece of evidence before applying the DS combination rule. Firstly, the credibility degree of the evidence itself is measured by taking advantage of the belief entropy function. The credibility weighted factor can then be determined appropriately. Secondly, the support weighted factor of the evidence is determined by making use of the Jousselme distance function. Finally, both the credibility weighted factor and the support weighted factor are integrated to form the final weight to adjust the bodies of evidence before applying the DS combination rule. Numerical examples of various paradoxes and a case analysis of the target decision-making on a biological system are presented to demonstrate the feasibility and rationality of the proposed method.

This paper is organized as follows: The DS evidence theory, the belief entropy, and the Jousselme distance function are briefly reviewed in Section 2. The implementation model, specific steps, and the flowchart of the proposed method based on the belief entropy and the information support degree are expounded in Section 3. Numerical examples of various paradoxes in extreme cases are provided to demonstrate the theoretical feasibility and rationality of the proposed method in Section 4. A case analysis of the target concentration decision-making in a hydroponic system is provided to establish the effectiveness of the proposed method in a practical application in Section 5. Finally, Section 6 presents the conclusions and forecasts.

2. Theoretical Foundations

2.1. DS Evidence Theory. The DS evidence theory [24, 25] is, in a way, a generalization of the probability theory and Bayesian reasoning. Based on the accretion of evidence, the DS evidence theory enables a multisensor system to provide valid and accurate information fusion results without the requirement of prior information and conditional probabilities. The
DS evidence theory is capable of effectively handling system uncertainties [17]. The basic concepts are described below.

**Definition 1.** Define $\Theta$ as the frame of discernment (FOD), which consists of $N$ mutually exclusive and collectively exhaustive hypotheses. FOD is defined as the form of the function set as follows:

$$\Theta = \{\theta_1, \theta_2, \cdots, \theta_N\} = \{\theta_i|i = 1, 2, \cdots, N\},$$

(1)

where $N$ is the number of hypotheses in the system and $\theta_i$ is an element of the FOD.

Define $2^\Theta$ as the power set based on the FOD, which is composed of $2^N$ propositions of $\Theta$.

$$2^\Theta = \{\emptyset, \{\theta_1\}, \{\theta_2\}, \cdots, \{\theta_N\}, \{\theta_1, \theta_2\}, \cdots, \{\theta_1, \theta_2, \cdots, \theta_N\}, \Theta\}.$$  

(2)

**Definition 2.** Define $m(A)$ as the mass function or the basic probability assignment (BPA) that satisfies the following condition. $A$ represents any proposition of $2^\Theta$.

$$\left\{\begin{array}{l}
\sum_{A \in 2^\Theta} m(A) = 1,  \\
\sum_{A \in 2^\emptyset} m(\emptyset) = 0.
\end{array}\right.$$  

(3)

The proposition $A$ that satisfies $m(A) > 0$ is known as the focal element.

Define vector $\mathbf{m}_i$ to represent the evidence $\mathbf{m}_i = [m_i(A_1), m_i(A_2), \cdots, m_i(A_n)] (i = 1, 2, \cdots, n)$ for convenience. $\mathcal{F} = \{A_1, A_2, \cdots, A_n\}$ is the set of all the focal elements included in the evidence $\mathbf{m}_1, \mathbf{m}_2, \cdots, \mathbf{m}_n \subseteq 2^\emptyset$. Each of $A_k (k = 1, 2, \cdots, n)$ has a fixed value (BPA) $m(A_k)$.

**Definition 3.** Define $\mathbf{m}_1, \mathbf{m}_2$ as two sources of evidence on the frame of discernment $\Theta$. The DS combination rule is defined as under.

If and only if $K = \sum_{A_i \cap B_j = \emptyset} m_1(A_i)m_2(B_j) < 1$.

$$\mathbf{m}(A) = \frac{1}{1 - K} \sum_{A_i \cap B_j = A} m_1(A_i)m_2(B_j), \quad A \neq \emptyset,$$

(4)

$$K = \sum_{A_i \cap B_j = \emptyset} m_1(A_i)m_2(B_j).$$

(5)

$K$ is a conflicting factor that reflects the degree of conflict between pieces of evidence.

2.2. Information Entropy. Shannon [64, 65] introduced information entropy to solve the problem of the quantitative measurement of information. Information entropy does not require a specific condition of the probability distribution.

Deng [63] generalized Shannon entropy and proposed a generalized method to measure uncertain information. The main concepts are defined below.

**Definition 4.** Define $\mathbf{m}_i = [m_i(A_1), m_i(A_2), \cdots, m_i(A_n)]$, which satisfies $\sum_{i=1}^n m_i(A_k) = 1$ as the $i$th piece of evidence generated from the information source. Then, the information entropy (Deng entropy) of the $i$th piece of evidence $\mathbf{m}_i$ shall be derived:

$$E_d(\mathbf{m}_i) = -\sum_{k=1}^n m_i(A_k) \log \frac{m_i(A_k)}{2^{\|A_k\|} - 1}$$

(6)

$A_k \subseteq \mathcal{F}, |A_k|$ is the cardinality of $A_k$. When $A_k (k = 1, 2, \cdots, n)$ is the single-element focal element, Deng entropy degenerates to Shannon entropy, namely,

$$E_d(\mathbf{m}_i) = -\sum_{k=1}^n m_i(A_k) \log m_i(A_k).$$

(7)

The Deng entropy has proved to be an efficient method to measure the degree of uncertainty in the evidence that is expressed not only by the probability distribution but also by the basic probability assignment (BPA). The greater the Deng entropy of the evidence, the greater shall the degree of uncertainty be, and the credibility degree of the evidence shall be lower. Evidence that has a high credibility degree can indeed play a crucial role in the final combination.

2.3. Jousselme Distance Function. Jousselme et al. [61, 62] introduced a measure of performance (MOP) for identification algorithms based on the DS evidence theory. A principled distance between the sets of BPAs based on a quantification of the similarity was first proposed and indicated that the proposed distance meets the requirement for the metric.

**Definition 5.** Let $\mathbf{m}_i$ and $\mathbf{m}_j$ be the two sources of evidence in the frame of discernment $\Theta$. The Jousselme distance between $\mathbf{m}_i$ and $\mathbf{m}_j$ is

$$d(\mathbf{m}_i, \mathbf{m}_j) = \sqrt{\frac{1}{2} (\mathbf{m}_i - \mathbf{m}_j)^T \mathbf{D} (\mathbf{m}_i - \mathbf{m}_j)},$$

(8)

where $\mathbf{D} = |D(\mathbf{m}_i, \mathbf{m}_j)| = (|A_i \cup B_j|)/(|A_i \cup B_i|), A_i, B_i \in 2^\Theta$.

Equation (9) can be obtained after simplifying Equation (8).

$$d(\mathbf{m}_i, \mathbf{m}_j) = \sqrt{\frac{1}{2} \left( \sum_{i=1}^n \sum_{j=1}^n m_i(A_k)m_j(B_l) \frac{|A_k \cap B_l|}{|A_k \cup B_l|} \right)},$$

(9)

3. Materials and Methods

The credibility degree of evidence obtained through data collection and modeling has been found not to be exactly
equal. Hence, it is not able to adequately represent the comprehensive weight of the evidence; rather, it only considers the similarity degree of the evidence. In this paper, a new multisensor information fusion method is presented. The proposed method is summarized in two main procedures: one is the grouping of evidence and another is the weighting revising of the grouped evidence. Specific steps are as follows: First, the evidence is divided into two separate categories according to the judgment rule. Second, the credibility weighted factors are calculated based on the belief entropy. The type of evidence with a high credibility degree is allocated a constant weight. The other type of evidence is allocated a corresponding weight. Third, the support weighted factors of the evidence are calculated by making use of the Jousselme distance function. Finally, the two corrected factors are integrated to form the final weight to adjust the bodies of the evidence before using the DS combination rule. Figure 1 shows the flowchart of the proposed method.

3.1. Calculate the Credibility Weighted Factor of the Evidence

Step 1. There are \( n \) pieces of evidence. Establish the evidence matrix \( \mathbf{M} = [\mathbf{m}_1, \mathbf{m}_2, \ldots, \mathbf{m}_n]^T \). The conflicting factor between \( \mathbf{m}_i \) (\( i = 1, 2, \ldots, n \)) and \( \mathbf{m}_j \) (\( j = 1, 2, \ldots, n \)) is calculated via Equation (5). The conflicting factor matrix \( \mathbf{K} \) can be constructed as follows:

\[
\mathbf{K} = \begin{bmatrix}
K_{11} & K_{12} & \cdots & K_{1n} \\
K_{21} & K_{22} & \cdots & K_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
K_{n1} & K_{n2} & \cdots & K_{nn}
\end{bmatrix}
\]

Step 2. The average conflicting factor \( \bar{K}_i \) of the evidence \( \mathbf{m}_i \) (\( i = 1, 2, \ldots, n \)) is calculated.
\[
K_i = \frac{\sum_{j=1, j \neq i}^{n} K_{ij}}{n-1}.
\]  
(11)

The average conflicting factor \( \bar{K} \) of the conflicting factor matrix \( \mathbf{K} \) is calculated.

\[
\bar{K} = \frac{\sum_{i=1}^{n} K_i}{n}.
\]  
(12)

Step 3. By making use of the belief entropy function (Equation (6)), the belief entropy of \( \mathbf{m}_i \) \((i = 1, 2, \cdots, n)\), denoted as \( E_d(\mathbf{m}_i) \), can be obtained. The belief entropy matrix \( E_d(\mathbf{M}) \) can be constructed as follows:

\[
E_d(\mathbf{M}) = [E_d(\mathbf{m}_1) \ E_d(\mathbf{m}_2) \ \cdots \ E_d(\mathbf{m}_n)]^T.
\]  
(13)

Step 4. The average belief entropy \( \bar{E}_d(\mathbf{M}) \) is calculated.

\[
\bar{E}_d(\mathbf{M}) = \frac{\sum_{i=1}^{n} E_d(\mathbf{m}_i)}{n}.
\]  
(14)

Step 5. The evidence is divided into two categories based on the following rules. One category is the high credibility degree matrix, denoted \( \mathbf{M}_h \), \( \mathbf{M}_h = [\mathbf{m}_{h1} \ \mathbf{m}_{h2} \ \cdots \ \mathbf{m}_{hn}]^T \) \((i \leq n)\), which must satisfy \( K_i < \bar{K} \) and \( E_d(\mathbf{m}_i) < E_d(\mathbf{M}) \). The other category is the general credibility degree matrix, denoted \( \mathbf{M}_g \), \( \mathbf{M}_g = [\mathbf{m}_{g1} \ \mathbf{m}_{g2} \ \cdots \ \mathbf{m}_{g(n-i)}]^T \) which does not need to meet any of the above-described conditions.

Step 6. The evidence in the high credibility degree matrix \( \mathbf{M}_h \) does not need to be corrected; that is, the credibility weighted factor defaults to 1, i.e., \( C_{wi}(\mathbf{m}_i) = 1 \).

The evidence in the general credibility degree matrix \( \mathbf{M}_g \) should be corrected by two factors. The credibility weighted factor \( C_{wi}(\mathbf{m}_i) \) can be obtained as follows:

\[
C_{wi}(\mathbf{m}_i) = k_{wi} \cdot h_{wi}.
\]  
(15)

We consider two attributes of evidence, the conflicting attribute between evidences and the belief entropy attribute of evidence itself. The combination of subjective and objective attributes can make the measurement to comprehensive credibility of evidence more accurate and the grouping of evidence more reasonable. The credibility weighted factor \( C_{wi}(\mathbf{m}_i) \) is the proportionality coefficient of comprehensive credibility of evidence, which is equal to the product of the credibility of two attributes. For the high credibility degree evidence, we take normalization constant as the credibility of all the attributes, that is, \( C_{wi}(\mathbf{m}_i) = 1 \times 1 = 1 \). For the general credibility degree evidence, \( C_{wi}(\mathbf{m}_i) \) is equal to the product of the transfer factor of the attribute credibility (Equation (15)). The transfer factor is the corresponding ratio of the credibility while transforming the general credibility degree evidence into the high credibility degree evidence. The numerical computation is accomplished using the data of the high credibility degree evidence as the reference value.
The support weighted factor of $m_i (i = 1, 2, \ldots, n)$ is normalized as below.

$$S_{ui} = \frac{\text{Sup}(m_i)}{\sum_{j=1}^{n} \text{Sup}(m_j)} \quad (i, j = 1, 2, \ldots, n). \quad (20)$$

3.3. Generate and Fuse the Weighted Evidence

**Step 1.** The credibility weighted factor $C_{ui}$ and the support weighted factor $S_{ui}$ are integrated to form the final weight to adjust the bodies of evidence. The weighted average evidence WAE($m(A_j)$) is obtained as follows:

$$\text{WAE}(m(A_j)) = \sum_{i=1}^{n} \left( \frac{C_{ui} \times S_{ui}}{\sum_{k=1}^{m} C_{uk} \times S_{uk}} \times m_i(A_j) \right) \quad (i = 1, 2, \ldots, n). \quad (21)$$

**Step 2.** The weighted average evidence WAE($m(A_j)$) is fused via the DS combination rule (Equation (4)) $n-1$ times. Then, the final result of the combination of the evidence from multiple sensors can be obtained.

4. Numerical Experiments and Analyses

In this section, with an intent to establish the theoretical feasibility and rationality of the proposed method, we provide various numerical examples of different paradoxes in extreme cases.

Evidently, the value of a logarithm operation has no meaning when the BPA assignment value is zero. Hence, in this pertinent case, a very small number $1 \times 10^{-12}$ was used to replace the zero value, as it has been proven that this would not affect the results of the calculation [66].

4.1. Completely Conflicting Paradox. In the multisensor system, there are three sources of evidence on the frame of discernment $\Theta = \{A, B, C\}$

$$E1 : m_1(A) = 1, m_1(B) = 0, m_1(C) = 0,$$
$$E2 : m_2(A) = 0, m_2(B) = 1, m_2(C) = 0,$$
$$E3 : m_3(A) = 0.9, m_3(B) = 0.1, m_3(C) = 0. \quad (22)$$

The conflicting factor of the first and the second sets of evidence can be computed by Equation (5), $k = 1$. However, the DS combination rule cannot be applied because of the denominators that have a value of zero. Although the pieces of evidence $E1$ and $E3$ support the proposition $A$, the final synthetic results are completely contrary to the goal. Figure 2(a) and Table 1 show the fusion results of the different methods in the completely conflicting paradox.

4.2. 0 Trust Paradox. In the multisensor system, there are three sources of evidence on the frame of discernment $\Theta = \{A, B, C\}$.

$$E1 : m_1(A) = 0.5, m_1(B) = 0.2, m_1(C) = 0.3,$$
$$E2 : m_2(A) = 0, m_2(B) = 0.9, m_2(C) = 0.1,$$
$$E3 : m_3(A) = 0.55, m_3(B) = 0.1, m_3(C) = 0.35. \quad (23)$$

The following DS fusion result was obtained by making use of the DS combination rule (Equation (4)): $m(A) = 0, m(B) = 0.6316, m(C) = 0.3684, K = 0.9715$. The fusion result is found to always be zero for the focal element $A$, since a value of zero is assigned to proposition $A$ in the piece of evidence $E2$, no matter how large the basic probability assignment that the pieces of evidence $E1$ and $E3$ conformably allocate to proposition $A$ and no matter how many pieces of evidence have been waiting for fusion after the piece of evidence $E2$. The piece of evidence $E2$ has a one ballot veto for the fusion of the entire body of evidence. Figure 2(b) and Table 1 show the fusion results of the different methods in the 0 trust paradox.

4.3. 1 Trust Paradox. In the multisensor system, there are two sources of evidence on the frame of discernment $\Theta = \{A, B, C\}$

$$E1 : m_1(A) = 0.9, m_1(B) = 0.1, m_1(C) = 0,$$
$$E2 : m_2(A) = 0, m_2(B) = 0.1, m_2(C) = 0.9. \quad (24)$$

The following DS fusion result was obtained by making use of the DS combination rule (Equation (4)): $m(A) = 0, m(B) = 1, m(C) = 0, K = 0.9900$. The DS tends to generate illogical results and recognizes the object $B$ as the target proposition. No matter how small the basic probability assignment that the pieces of evidence $E1$ and $E2$ conformably allocate to proposition $B$, the fusion result shall always be $m(B) = 1$. By virtue of the larger conflict in the evidence, the small probability event becomes the inevitable event through the evidence fusion. Figure 2(c) and Table 1 show the fusion results of the different methods in the 1 trust paradox.

4.4. Highly Conflicting Paradox. In the multisensor system, there are five sources of evidence on the frame of discernment $\Theta = \{A, B, C\}$

$$E1 : m_1(A) = 0.3, m_1(B) = 0.2, m_1(C) = 0.1, m_1(\Theta) = 0.4,$$
$$E2 : m_2(A) = 0, m_2(B) = 0.9, m_2(C) = 0.1, m_2(\Theta) = 0,$$
$$E3 : m_3(A) = 0.6, m_3(B) = 0.1, m_3(C) = 0.1, m_3(\Theta) = 0.2,$$
$$E4 : m_4(A) = 0.7, m_4(B) = 0.1, m_4(C) = 0.1, m_4(\Theta) = 0.1,$$
$$E5 : m_5(A) = 0.7, m_5(B) = 0.1, m_5(C) = 0.1, m_5(\Theta) = 0.1. \quad (25)$$

The fusion results and the conflicting factor were acquired through Equations (4) and (5), respectively. $m(A) = 0, m(B) = 0.9153, m(C) = 0.0847, m(\Theta) = 0, K = 0.8000$. The DS fusion results lend the proposition $C$ a higher belief degree and completely negate the true proposition $A.$
Figure 2: Continued.
Figure 2(d) and Tables 1 and 2 show the fusion results of the different methods in the highly conflicting paradox.

4.5. Analyses. As shown in Figure 2(a), the DS evidence theory combination rule becomes invalid because of $K = 1$ in the complete conflict paradox. Yager and Sun are not able to identify the right target proposition $A$. Yager gives $\Theta$ the belief degree of $m(\Theta) = 1$. Sun’s method has good combination rules but is only able to solve some of the conflicts, and the BPA for $\Theta$ is still as high as $m(\Theta) = 0.4866$. Murphy is able to identify the target proposition $A$ with low precision ($m(A) = 0.8374$). Deng’s method, Yuan’s method, Xiao’s method, and the proposed method are able to obtain the correct conclusion with high precision in the complete conflict paradox.

As shown in Figure 2(b), the DS algorithm lends proposition $B$ the higher belief degree of $m(B) = 0.6316$, which alone does not lead to the right decision. Sun gives a BPA for $\Theta$ that is as high as $m(\Theta) = 0.5149$, which indicates the uncertainty in the target proposition. Murphy obtains the wrong result about the target proposition being $B$. Deng’s method, Yuan’s method, Xiao’s method, and the proposed method can solve the conflicts in the evidence and obtain the most effective results on the right target proposition $A$ in 0 trust paradox.

In the 1 trust paradox, we selected two sources of evidence with the greatest conflicts as an example. Figure 2(c) shows the simulation results. DS ($m(B) = 1$) and Sun ($m(\Theta) = 0.6221$) choose the wrong target proposition and are not able to resolve the conflicts in this paradox. Murphy’s
method, Deng’s method, Yuan’s method, Xiao’s method, and the proposed method can deal with the conflict to some extent in the 1 trust paradox. The numerical example in this paradox is an extreme case. The target proposition could be accurately identified as long as there is an increase in the pieces of evidence.

As is evident from Figure 2(d) and Table 2, the DS algorithm assigns to the wrong proposition B the higher belief degree of $m(B) = 0.9153$. Sun’s method gives the true proposition A more trust and allots a higher belief degree to $\Theta$ in the event of different amounts of evidence. Murphy’s method, Deng’s method, Yuan’s method, Xiao’s method, and the proposed method all present reasonable results and recognize the target proposition A in the highly conflicting paradox.

From the above analysis, it can be concluded that the DS and Yager algorithms were not able to handle any of the paradoxes. Murphy’s algorithm only averaged the evidence without considering the correlation between pieces of evidence and performed the calculations using the same weight; hence, the results were not authentic. Sun’s algorithm was able to solve the paradoxes to some extent on account of having better combination rules; however, it allocated a higher belief degree to the uncertainty proposition $\Theta$. Deng’s algorithm, Yuan’s method, Xiao’s method, and the proposed method provided reasonable results and recognized the target propositions in all four paradoxes.

The comparison in Figure 2(e) shows that the proposed method had basically the same effect with Deng’s method and Yuan’s method in handling the completely conflicting paradox and the 1 trust paradox; however, it was more efficient than Xiao’s method in handling the 0 trust paradox and the highly conflicting paradox. The reason was that the

<table>
<thead>
<tr>
<th>Paradoxes</th>
<th>Methods</th>
<th>$A$</th>
<th>$B$</th>
<th>$C$</th>
<th>$\Theta$</th>
<th>Target</th>
</tr>
</thead>
<tbody>
<tr>
<td>Completely conflicting paradox</td>
<td>Yager [50]</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>$\Theta$</td>
</tr>
<tr>
<td></td>
<td>Murphy [52]</td>
<td>0.8374</td>
<td>0.1626</td>
<td>0</td>
<td>0</td>
<td>A</td>
</tr>
<tr>
<td></td>
<td>Deng [53]</td>
<td>0.9986</td>
<td>0.0014</td>
<td>0</td>
<td>0</td>
<td>A</td>
</tr>
<tr>
<td></td>
<td>Sun [51]</td>
<td>0.3252</td>
<td>0.1883</td>
<td>0</td>
<td>0.4866</td>
<td>$\Theta$</td>
</tr>
<tr>
<td></td>
<td>Yuan [55]</td>
<td>0.9987</td>
<td>0.0013</td>
<td>0</td>
<td>0</td>
<td>A</td>
</tr>
<tr>
<td></td>
<td>Xiao [15]</td>
<td>0.9783</td>
<td>0.0217</td>
<td>0</td>
<td>0</td>
<td>A</td>
</tr>
<tr>
<td></td>
<td>Proposed</td>
<td>0.9963</td>
<td>0.0037</td>
<td>0</td>
<td>0</td>
<td>A</td>
</tr>
<tr>
<td>0 trust paradox</td>
<td>DS [24]</td>
<td>0</td>
<td>0.6316</td>
<td>0.3684</td>
<td>0</td>
<td>B</td>
</tr>
<tr>
<td></td>
<td>Murphy [52]</td>
<td>0.3500</td>
<td>0.5224</td>
<td>0.1276</td>
<td>0</td>
<td>B</td>
</tr>
<tr>
<td></td>
<td>Deng [53]</td>
<td>0.5816</td>
<td>0.2439</td>
<td>0.1745</td>
<td>0</td>
<td>A</td>
</tr>
<tr>
<td></td>
<td>Sun [51]</td>
<td>0.1598</td>
<td>0.2006</td>
<td>0.1247</td>
<td>0.5149</td>
<td>$\Theta$</td>
</tr>
<tr>
<td></td>
<td>Yuan [55]</td>
<td>0.7434</td>
<td>0.0668</td>
<td>0.1898</td>
<td>0</td>
<td>A</td>
</tr>
<tr>
<td></td>
<td>Xiao [15]</td>
<td>0.7438</td>
<td>0.0790</td>
<td>0.1772</td>
<td>0</td>
<td>A</td>
</tr>
<tr>
<td></td>
<td>Proposed</td>
<td>0.7659</td>
<td>0.0246</td>
<td>0.2096</td>
<td>0</td>
<td>A</td>
</tr>
<tr>
<td>1 trust paradox</td>
<td>DS [24]</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>B</td>
</tr>
<tr>
<td></td>
<td>Murphy [52]</td>
<td>0.4880</td>
<td>0.0240</td>
<td>0.4880</td>
<td>0</td>
<td>A/C</td>
</tr>
<tr>
<td></td>
<td>Deng [53]</td>
<td>0.4880</td>
<td>0.0240</td>
<td>0.4880</td>
<td>0</td>
<td>A/C</td>
</tr>
<tr>
<td></td>
<td>Sun [51]</td>
<td>0.1655</td>
<td>0.0468</td>
<td>0.1655</td>
<td>0.6221</td>
<td>$\Theta$</td>
</tr>
<tr>
<td></td>
<td>Yuan [55]</td>
<td>0.4880</td>
<td>0.0240</td>
<td>0.4880</td>
<td>0</td>
<td>A/C</td>
</tr>
<tr>
<td></td>
<td>Xiao [15]</td>
<td>0.4880</td>
<td>0.0240</td>
<td>0.4880</td>
<td>0</td>
<td>A/C</td>
</tr>
<tr>
<td></td>
<td>Proposed</td>
<td>0.4900</td>
<td>0.0200</td>
<td>0.4900</td>
<td>0</td>
<td>A/C</td>
</tr>
<tr>
<td>Highly conflicting paradox</td>
<td>DS [24]</td>
<td>0</td>
<td>0.9153</td>
<td>0.0847</td>
<td>0</td>
<td>B</td>
</tr>
<tr>
<td></td>
<td>Murphy [52]</td>
<td>0.8490</td>
<td>0.1520</td>
<td>0.0101</td>
<td>0.0010</td>
<td>A</td>
</tr>
<tr>
<td></td>
<td>Deng [53]</td>
<td>0.9499</td>
<td>0.0411</td>
<td>0.0080</td>
<td>0.0001</td>
<td>A</td>
</tr>
<tr>
<td></td>
<td>Sun [51]</td>
<td>0.2361</td>
<td>0.1439</td>
<td>0.0513</td>
<td>0.5687</td>
<td>$\Theta$</td>
</tr>
<tr>
<td></td>
<td>Yuan [55]</td>
<td>0.9709</td>
<td>0.0004</td>
<td>0.0228</td>
<td>0.0058</td>
<td>A</td>
</tr>
<tr>
<td></td>
<td>Xiao [15]</td>
<td>0.9806</td>
<td>0.0078</td>
<td>0.0002</td>
<td>0.0114</td>
<td>A</td>
</tr>
<tr>
<td></td>
<td>Proposed</td>
<td>0.9868</td>
<td>0.0055</td>
<td>0.0003</td>
<td>0.0075</td>
<td>A</td>
</tr>
</tbody>
</table>
Table 2: Fusion results of the increasing of the evidence in highly conflicting paradox.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Propositions</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>Θ</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>m₁, m₂, m₃</td>
<td>0.9153</td>
<td>0.0847</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>DS [24]</td>
<td>m₁, m₂, m₃, m₄</td>
<td>0.9153</td>
<td>0.0847</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>m₁, m₂, m₃, m₄, m₅</td>
<td>0.9153</td>
<td>0.0847</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>m₁, m₂, m₃</td>
<td>0.3324</td>
<td>0.5909</td>
<td>0.0540</td>
<td>0.0227</td>
</tr>
<tr>
<td>Murphy [52]</td>
<td>m₁, m₂, m₃, m₄</td>
<td>0.6170</td>
<td>0.3505</td>
<td>0.0272</td>
<td>0.0053</td>
</tr>
<tr>
<td></td>
<td>m₁, m₂, m₃, m₄, m₅</td>
<td>0.8490</td>
<td>0.1520</td>
<td>0.0101</td>
<td>0.0001</td>
</tr>
<tr>
<td>Deng [53]</td>
<td>m₁, m₂, m₃</td>
<td>0.4477</td>
<td>0.4546</td>
<td>0.0644</td>
<td>0.0333</td>
</tr>
<tr>
<td>Sun [51]</td>
<td>m₁, m₂, m₃, m₄</td>
<td>0.8007</td>
<td>0.1640</td>
<td>0.0283</td>
<td>0.0070</td>
</tr>
<tr>
<td></td>
<td>m₁, m₂, m₃, m₄, m₅</td>
<td>0.9499</td>
<td>0.0411</td>
<td>0.0080</td>
<td>0.0001</td>
</tr>
<tr>
<td>Yuan [55]</td>
<td>m₁, m₂, m₃, m₄</td>
<td>0.9101</td>
<td>0.0031</td>
<td>0.0593</td>
<td>0.0275</td>
</tr>
<tr>
<td></td>
<td>m₁, m₂, m₃, m₄, m₅</td>
<td>0.9709</td>
<td>0.0004</td>
<td>0.0228</td>
<td>0.0058</td>
</tr>
<tr>
<td>Xiao [15]</td>
<td>m₁, m₂, m₃</td>
<td>0.6239</td>
<td>0.0817</td>
<td>0.0101</td>
<td>0.2843</td>
</tr>
<tr>
<td></td>
<td>m₁, m₂, m₃, m₄, m₅</td>
<td>0.9130</td>
<td>0.0140</td>
<td>0.0017</td>
<td>0.0712</td>
</tr>
<tr>
<td></td>
<td>m₁, m₂, m₃, m₄, m₅</td>
<td>0.9806</td>
<td>0.0078</td>
<td>0.0002</td>
<td>0.0114</td>
</tr>
<tr>
<td>Proposed</td>
<td>m₁, m₂, m₃</td>
<td>0.6002</td>
<td>0.1683</td>
<td>0.0110</td>
<td>0.2205</td>
</tr>
<tr>
<td></td>
<td>m₁, m₂, m₃, m₄, m₅</td>
<td>0.9144</td>
<td>0.0355</td>
<td>0.0019</td>
<td>0.0482</td>
</tr>
<tr>
<td></td>
<td>m₁, m₂, m₃, m₄, m₅</td>
<td>0.9868</td>
<td>0.0055</td>
<td>0.0003</td>
<td>0.0075</td>
</tr>
</tbody>
</table>

The proposed method considered both the credibility degree and the support degree of the evidence. The evidence was divided into two separate categories according to the judgment rules. The type of evidence with a high credibility degree was allocated a constant credibility weight (normalization factor 1), and another was allocated a corresponding credibility weight. This ensured that the high credibility degree evidence could play a crucial role in the final combination. Hence, the feasibility and rationality of the proposed method were successfully verified through the numerical experiments with common paradoxes. They constitute the theoretical foundation for the practical application that is described in the following section.

5. Application and Analyses

In order to demonstrate the effectiveness of the proposed method in a practical application, we provide a case analysis of the target decision making of the biological system.

5.1. Problem Statement. The core of the parameter control in a biological system under an intelligent multisensor network is intelligent selection and decision thereon [67]. It uses a large number of densely deployed intelligent sensor nodes to collect and analyse the data on the system, which is later effectively processed in accordance with the DS evidence theory. It also uses intelligent decision-making to replace the traditional means to improve the speed at which decisions are made and the accuracy of these decisions.

In this experiment, biogas slurry, after anaerobic fermentation, was diluted to different concentrations as a nutrient solution for a hydroponic system. It was presumed that the frame of discernment Θ consisted of six concentrations as Θ = {C₁, C₂, C₃, C₄, C₅, C₆}. The data on the system’s parameters, including the plant growth characteristics (plant height, plant weight, and root weight), the content of mineral elements (N, P, and K) in different concentrations, and pollutant removal (NH₃–N, COD, TN, TP), were acquired through biological sensors that were positioned on the hydroponic system. Twenty data elements were collected for each group of parameters. For the analysis, we selected five groups of representative parameters for simplicity: plant height, plant weight, the content of N, TP removal, and COD removal.

5.2. Preprocessing of the Data from the Sensors. The data that acquired were preprocessed using the boxplot [68]. Figure 3 shows the data processing based on the boxplot. Table 3 shows the median data that were used to remove the outliers. The BPA was obtained by modeling the data based on the Hamming distance and typical samples. Table 4 shows the BPAs of the five groups of parameters of the hydroponic system. m₁, m₂, m₃, m₄, and m₅ denote the five groups of evidence that were input into the modified DS evidence fusion algorithm.

5.3. Concentration Decision-Making Based on the Proposed Method

Step 1. The conflicting factor matrix K_{5×5} can be constructed as follows:

\[
K = \begin{bmatrix}
0 & 0.8016 & 0.8226 & 0.8245 & 0.7996 \\
0.8016 & 0 & 0.8228 & 0.8267 & 0.8037 \\
0.8226 & 0.8228 & 0 & 0.8268 & 0.8186 \\
0.8245 & 0.8267 & 0.8268 & 0 & 0.7903 \\
0.7996 & 0.8037 & 0.8186 & 0.7903 & 0 \\
\end{bmatrix}
\]

(26)

Step 2. The average conflicting factor \( \bar{K}_i \) of the piece of evidence \( m_i \) is calculated as follows:

\[
\bar{K}_i = [0.8121 \ 0.8137 \ 0.8227 \ 0.8171 \ 0.8031]^T.
\]

(27)

The average conflicting factor \( \bar{K} \) of the conflicting factor matrix is calculated as follows:

\[
\bar{K} = 0.8137.
\]

(28)
Figure 3: Data processing based on the boxplot. (a) Plant height. (b) Plant weight. (c) The content of N. (d) TP removal. (e) COD removal.

**Step 3.** The belief entropy matrix can be constructed as follows:

$$E_d(M) = \begin{bmatrix} 2.5751 & 2.5814 & 2.6253 & 2.3935 & 2.4926 \end{bmatrix}^T.$$  

Average belief entropy $$\bar{E}_d(M)$$ of the evidence matrix is calculated as follows:

$$\bar{E}_d(M) = 2.5336.$$  

(29)
Step 4. The evidence can be divided into two categories: the high credibility degree matrix $M_h = [m_3]^{T}$ and the general credibility degree matrix $M_g = [m_1 \ m_2 \ m_3 \ m_4]^{T}$.

Step 5. The credibility weighted factor $C_{wi}$ after normalization can be constructed as follows:

$$C_{wi} = \begin{bmatrix} 0.1969 & 0.1961 & 0.1907 & 0.2106 & 0.2057 \end{bmatrix}^{T}. \quad (31)$$

Step 6. A distance measurement matrix $D$ can be constructed as follows:

$$D = \begin{bmatrix} 0 & 0.0793 & 0.1240 & 0.1838 & 0.1285 \\ 0.0793 & 0 & 0.1027 & 0.1758 & 0.1246 \\ 0.1240 & 0.1027 & 0 & 0.1380 & 0.1363 \\ 0.1838 & 0.1758 & 0.1380 & 0 & 0.0823 \\ 0.1285 & 0.1246 & 0.1363 & 0.0823 & 0 \end{bmatrix}. \quad (32)$$

Step 7. The similarity matrix of the evidence is derived as follows:

$$S = I - D = \begin{bmatrix} 1.0000 & 0.9207 & 0.8760 & 0.8162 & 0.8715 \\ 0.9207 & 1.0000 & 0.8973 & 0.8242 & 0.8754 \\ 0.8760 & 0.8973 & 1.0000 & 0.8620 & 0.8637 \\ 0.8162 & 0.8242 & 0.8620 & 1.0000 & 0.9177 \\ 0.8715 & 0.8754 & 0.8637 & 0.9177 & 1.0000 \end{bmatrix}. \quad (33)$$

Step 8. The support weighted factor $S_{wi}$ of the evidence is normalized as follows:

$$S_{wi} = [0.1997 \ 0.2016 \ 0.2005 \ 0.1960 \ 0.2022]^{T}. \quad (34)$$

Step 9. The credibility weighted factor $C_{wi}$ and the support weighted factor $S_{wi}$ are integrated to form the final weight to adjust the BPAs of the evidence. The weighted evidence $WAE(m(C_i))$ is fused through the DS combination rule four times. Figure 4 and Table 5 show the final results of the fusion of the evidence from multiple sensors.

5.4. Analyses. Figure 3 shows the outliers based on the box-plot. The boxplot starts from the actual data and does not assume a statistical distribution, and the expressed form of the quartile is free from the influence of abnormal data. The calculation of the median data shown in Table 3 is also easily realized. As shown in Table 5, Murphy’s algorithm, Deng’s algorithm, Yuan’s algorithm, Xiao’s algorithm, and the proposed method were able to make an accurate decision on the target concentration $C_4$. The DS algorithm and Sun’s algorithm arrive at the wrong target ($C_5$ and $\Theta$, respectively). The comparison in Figure 4(a) shows that the fusion algorithm of Murphy ($C_4 = 0.3521$, $C_5 = 0.3430$) makes only a small distinction between $C_4$ and $C_5$. The target concentration was not able to be recognized once the data that were collected by the multisensor system changed even slightly. The proposed method allocates a higher belief degree to the target concentration $C_4$. Figure 4(b) shows that the proposed method allocates the highest belief degree to the target concentration $C_4$ (approximately 50.98%). Hence, under these experimental conditions, the proposed method was able to decrease the uncertainty in the system to facilitate effective decision-making.

Table 6 shows the comparison of the running time of Yuan’s algorithm, Xiao’s algorithm, and the proposed method. Begin by creating an evidence matrix that generated randomly (we selected $500 \times 6$, $1000 \times 6$, and $2000 \times 6$). Adjust the ratio of the high credibility degree evidence in the evidence matrix, reaching 10%, 20%, 50%, 80%, and 100%, respectively. As is evident from Table 6, when the ratio reaches 10%, there is a minimal effect on reducing the running time. When the ratio reaches 100%, the running time can be reduced significantly. The running time of the proposed method decreases as the ratio of the high credibility degree evidence increases. This effect would be more evident with the increase of the pieces of evidence as shown in Table 6. So the calculation burden can be significantly reduced by the grouping of evidence.

The above analysis verifies the effectiveness of the proposed method for a practical application on decision-making regarding the target nutrient solution concentrations in a biological system. The proposed method provides higher accuracy and lower computation compared to other related methods in the practical application.
6. Conclusions

This paper first time proposed the concept of the grouping of evidence. Based on the concept, the proposed method was summarized in two main procedures. Firstly, the method used a combination of information entropy and the degree of conflict of the evidence as the judgment rule and divided the entire body of evidence into two separate categories: high credibility degree evidence and general credibility degree evidence. Secondly, for the grouped evidence, the method considered both the credibility weighted factors and the support weighted factors. The grouping of evidence could reduce the computational load, and the two weighted factors could improve the accuracy when fusing highly conflicting evidence.

The calculation of the credibility weighted factors was based on the Deng entropy. The appropriate credibility weighted factor was assigned to each piece of evidence. The
calculation of the support weighted factors was based on the Jousselme distance function. The two weighted factors were then integrated to arrive at the final weight to adjust the bodies of evidence before applying the DS combination rule. Numerical examples of various paradoxes and a decision-making case analysis on the biological system were presented to verify the rationality and effectiveness of the proposed fusion method. The simulation results and analyses indicated the following:

(1) In dealing with the paradoxes, the proposed method could provide reasonable results and recognize the target propositions in all four paradoxes. In handling the completely conflicting paradox and the 1 trust paradox, it had the same effect as Deng’s algorithm, Yuan’s algorithm, and Xiao’s algorithm. In handling the 0 trust paradox \( m(A) = 0.7659 \) and the highly conflicting paradox \( m(A) = 0.9868 \), it was more accuracy than Xiao’s algorithm \( m(A) = 0.7438 \) and \( m(A) = 0.9806 \), respectively

(2) In dealing with the decision-making case analysis of the biological system, the proposed method could identify the target concentration \( C_4 \) accurately and improved the accuracy of decision making from 48.77% to 50.98%

(3) In the analysis of the running time of algorithms, the running time increased because of adding the processes of comparing and grouping when the ratio of the high credibility degree evidence was zero. Once the ratio increased, the running time would be reduced accordingly. Thus, the running time of the proposed method decreased as the ratio of the high credibility degree evidence increased. This effect would be more obvious with the increase of the pieces of evidence

From the above discussion, the proposed method was able to effectively diminish conflicts as well as arrive at a precise decision and significantly reduce the calculation burden. The proposed method was found to be more efficient and precise as compared with the other related methods.

In later studies, we intend to develop a generalized judgment rule of the grouping of evidence to make it more applicable and efficient to fit the practical applications. Meanwhile, with the increasing number of multisensors in intelligent systems, more effective solutions should be researched according to the huge computation burden for the system.
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