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In low-load wireless sensor networks, the power consumption of the node consists mainly of two parts: data transmission and
node state switching. The lower node workload causes low energy consumption on data transmission, and the state switching
energy of the node cannot be ignored. This paper proposes a one-shot time division multiple access (TMDA) scheduling with
unlimited channels (SUC) on the assumption that the number of available channels is unlimited. SUC combines the receiver-
based consecutive slot allocation with channel allocation, which minimises the number of node state switching and
optimizes energy efficiency. Theoretical analysis demonstrates that the number of channels required by SUC does not
exceed logN+1

2 , where N indicates the number of nodes. Seeing that the number of available wireless channels is limited in
practice, the paper proposes the scheduling with limited channels (SLC) and uses a Lookahead Search mechanism to solve
slot conflict. For the scalability of the algorithm, a distributed implementation based on the token change is proposed. The
algorithm uses the depth-first-search (DFS) to pass the token to all nodes and terminates slot and channel assignment.
The simulation results show our algorithm can reduce the energy consumption by minimizing the number of state
switching and shorten the data aggregation time by reusing slots among nodes.

1. Introduction

Wireless sensor networks (WSNs) have the advantages of
low power consumption, low cost, and flexible deployment
and are widely used in data aggregation applications [1, 2].
A sensor network is a collection of sensing devices, each of
which has limited power supply, memory, processing ability,
and transmission power. The sensed data arrives at sink
through one or more hop(s) to deliver the information.
The routing tree is a typical form of network organization
for these applications. Since the many-to-one traffic pattern
of the WSNs, nodes must switch their state (that is, switch
from sleep to receive/transmit or vice versa) frequently dur-
ing data transmission. The main reason for this is that nodes
with child need to forward their child’s data in discrete time
slots. In [3, 4], the authors proved that the energy consump-
tion spent on nodes’ state switching is nonnegligible. Fur-
thermore, in low-load sensor networks, time and energy
for data transmission and reception are limited. However,

the energy of the node state switching is a necessary over-
head, which results in considerable energy consumption on
the node state switching.

A way is to minimize the number of node state switching
by assigning consecutive slots to nodes based on the work-
load of the node. In [5], the authors research the problem
of energy wastage caused by the state switching and devel-
oped a contiguous sleep scheduling algorithm, which assigns
sensors with consecutive slots to reduce the times of state
switching. The cost is increasing the data transmission delay.
HTSAS [6] focuses on the energy consumption and delay
caused by the state switching and consecutive slot assign-
ment. The consecutive slots are assigned to each node based
on their layer in the routing tree. HTSAS is a single channel
scheduling algorithm and imports a multiparent node which
leads to extracomplexity for the building of routing tree.
These algorithms cannot always guarantee that the number
of state switching of the node is the least. That is, the node
wakes up from the sleep to receive the data of the child node
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and then forwards all data including the data produced by
itself to the parent. After that, the node goes to sleep to save
energy.

In this paper, we formulate the problem as the one-shot
TDMA scheduling. Figure 1 shows the difference between
consecutive slot assignment and one-shot TDMA schedul-
ing. It can be seen from the figure that the one-shot TDMA
scheduling minimizes the number of state switches for all
nodes by continuously allocating receiving and transmitting
time slots for the nodes in the network. It is obvious that the
one-shot TDMA scheduling can reduce energy consumption
and delay.

The above discussion motivates us to design a one-shot
TDMA scheduling algorithm, so that the energy cost of the
node state switching will be minimal.

The main contributions of this paper are as follows.

(i) We consider the constraints of parallel data trans-
mission and energy consumption and formalize
the one-shot TDMA scheduling problem

(ii) A receiver-based consecutive slot assignment strat-
egy is proposed. This strategy ensures that the num-
ber of state switches for all nodes in the network is
only twice in each data aggregation cycle

(iii) In order to satisfy the one-shot TDMA scheduling, a
greedy multichannel allocation method is adopted.
We proved that the number of channels required
by our algorithm does not exceed logN+1

2 , where N
denotes the number of nodes in the network

(iv) We take into account the constraint on the number
of channels available in the actual application envi-
ronment and design the one-shot TDMA schedul-
ing with limited number of channels

Differently from the early conference papers [7], we for-
malized the one-shot TDMA scheduling problem and per-
fected the theoretical analysis and proof in this paper.
Considering the challenges posed by large-scale wireless sen-
sor networks, we also propose a distributed implementation
of the algorithm. Finally, we analyze the performance of the
one-shot TDMA algorithm through simulation experiments.

The paper is organized as follows: a brief discussion of
related work about energy efficiency for wireless sensor net-
works in Section 2. Section 3 described the problem of the
energy cost of node state switching and formulated the
one-shot TDMA scheduling. Section 4 introduces the one-
shot TDMA scheduling algorithm SUC and SLC. A mathe-
matical analysis of their performances is included. Section
6 demonstrates the experimental results for performance
evaluation by comparing the proposed method against other
well-known previously designed algorithms. We end the
paper in Section 7 with a conclusion and future work.

2. Related Work

In WSNs, many multichannel scheduling protocol have been
proposed; they are usually used to improve the ability of par-

allel transmission or reduce transmission delay. Some results
improve energy efficiency through reducing idle listening or
overhearing.

MMSN [8] is the first multichannel MAC protocol pro-
posed for WSNs. It is a time-sharing CSMA mechanism. In
order to save energy and communication overhead, MMSN
assigns different channels for nodes in two hops. It uses a
snooping mechanism to detect packet transmission on dif-
ferent channels, which causes the nodes to switch on differ-
ent channels. MMSN shows that the uniform random
backoff algorithm cannot effectively avoid contention and
propose a nonuniform backoff algorithm. Experimental
results show that MMSN achieves good parallel transmission
capability and energy efficiency. Wu and Tseng [9] adopt the
top-down time slot allocation method. The time slot of each
child node be assigned on the basis of the parent node time
slot, thus ensuring that the time slot allocation of the parent
and child nodes is continuous. The number of node state
transitions is reduced. In [10], the authors take the level of
the node in the routing tree as the priority and then assign
the time slot to the node according to the priority. Since
the priority of the parent node is higher than that of the
child node, the algorithm can provide the continuity of the
time slot of the parent and child nodes, thus reducing the
number of state switches of the parent. Abedi and Razaghi
Kariznoi [11] propose a cross-layer multichannel optimiza-
tion protocol, which combines MAC and opportunistic
routing. Nodes can sleep and wake up adaptively according
to load and energy level. The dynamic adjustment of channel
load based on the number of nodes competing for the same
channel and channel utilization balances the load of each
channel. The simulation results show that the network life-
time is obviously prolonged. DRCS [12] is a distributed
receiver-based multichannel routing protocol, which adopts
routing and channel selection dynamically. DRCS exploits
asynchronous duty-cycling to avoid energy wastage from
overhearing. Each node chooses a least-used channel in its
neighborhood as its receiver channel and then announces
to its neighbors by broadcasting in a round-robin approach.
When a node needs to transmit data, then it selects the chan-
nel according to the battery-health of nodes on a channel
and expected transmission count (ETX) [13] on that chan-
nel. It is worth noting that the battery-health and ETX are
evaluated periodically, which helps to dynamically select
the best forwarding node and channel, so as to ensure the
load balance between channel and node. Wu et al. [14] ana-
lyze the difference of energy consumption of nodes in differ-
ent states and propose a node active scheduling strategy
based on continuous time slot allocation for energy con-
sumption of node state switching. The paper takes node
workload as weight and then ranks nodes in descending
order of weight. The consecutive time slots allocated by the
node match their weights, thereby reducing the node state
switching energy consumption. However, the time slot allo-
cated for the node for receiving data and the time slot for
transmitting data are not connected. Ma et al. [15] consider
the energy consumption of node state switching. They con-
struct a fusion conflict graph based on the network connec-
tivity graph and the conflict graph and allocate continuous
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time slots for each node based on the fusion conflict graph,
thereby reducing the number of node state switching. How-
ever, the receive and transmit time slots allocated for a node
are separate, and for most nonleaf nodes in the routing tree,
they must perform two state switches to be able to complete
data reception and transmission.

Cheng and Ho [16] propose a robust data transmission
protocol through increasing the packet delivery ratio
(PDR). Adaptive channel access (ACA) algorithm is used
to overcome the interference imposed by WLAN as well as
optimal channel selection. Each node contributes to the
selection of the optimal channel by performing PDR mea-
surements which is done by using channel scanning. The
optimal channel which has the higher PDR value is assigned
to the node. Since, each node periodically updates PDR;
therefore, it may consumes additional energy. PCA-MC pro-
posed in [17] provides quality of service (QoS) guarantee for
multichannel WSNs in smart grid application. A modified
receiver-based channel assignment (RBCA) [18] is adopted
as the MAC protocol. In modified RBCA, the interfering
degree of the nodes is calculated based on the SINR value,
then a channel is assigned to the node which has a maxi-
mum interfering degree. The node which has not been
assigned to channel is marked as the interfering node. The
channels are assign for these interfering node in the time slot
assignment phase. To realize service differentiation, a delay-
aware data collection model is used for ensuring that each
type of packet is marked with appropriate priority. The
packets are listed in descending order by their priority and
then transmit to the sink.

Tree-based multichannel protocol (TMCP) proposed in
[19] divides the routing tree into multiple subtrees and
assigns different channels to each subtree, thus reducing
transmission interference between subtrees. After finished
the channel assignment, TMCP assigns a time slot to each
node. Similarly, a flow-based multichannel protocol is pro-
posed in [20] (named MCRT). MCRT partitions the net-

work, according to the data flow and assigns a channel to
each partition, thus optimizes the end-to-end delay. Besides,
MCRT also designed a well-established heuristic algorithm
to optimize the number of channels. NDAS [21] optimizes
the delay by exploiting the multichannel and asynchronous
duty-cycle for WSNs. Two types of conflict graphs are pro-
posed to describe the relationship of data transmission links
and then present two coloring algorithms to assign time slots
or channel for each link. A data aggregation tree is built
based on the concept of the maximum independent set.
Three types of nodes are marked with black, blue, and white,
respectively. NDAS firstly schedules white nodes and then
blue and black nodes. Then, NDAS schedules link at time
slot t based on the following two conditions. First, the
receiver of the link must be active and not be scheduled to
receive data from other sender. Second, the links in the sub-
tree rooted at the sender already have been scheduled before
time slot t. Because child should always be scheduled before
its parent, the delay is optimized. DMPMC [22] is a distrib-
uted multipower and multichannel scheduling algorithm for
clustering WSNs. Two-level transmission power is used to
support the communication intracluster and intercluster,
respectively. After the nodes are clustered, a routing tree
containing only cluster head is formed. Cluster head is listed
in ascending order based on their ID and allocate channels
in turn. Simulation results show that DMPMC achieves the
low transmission delay. But, due to the use of unique chan-
nel per cluster head, DMPMC requires as many channels as
cluster heads, which makes it very unsuitable for large-scale
and dense WSNs. DCAS proposed in [23] is a distributed
collision-free scheduling algorithm aimed at minimizing
latency. DCAS assumes that each node has the 3-hop neigh-
boring information. The node then constructs local extend
relative collision graph [24] and local data-forwarding graph
based on its neighborhood information. An independent set
for each time slot is formed based on the previous collision
graph for ensuring collision-free data transmission. MCAS-
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Figure 1: One-shot scheduling versus consecutive slot assignment.
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MAC [25] is designed based on AS-MAC [26]. Unlike AS-
MAC, MCAS-MAC asynchronously schedules the wake-up
and sleep time of nodes and meantime has back-to-back
transmission and multichannel support for WSNs with high
traffic. When a node joins into the network, it first selects a
least used channel as its home channel based on the gathered
schedule and channel information. These information are
announced by the other nodes by using Hello message.
When a node needs to transmit data, sender chooses a
intended receiver and then switches to receiver’s home chan-
nel. When the receiver wakes up, the sender immediately
sends all data in the queue to the receiver. If there are mul-
tiple queued data to be transmitted, MCAS-MAC introduces
additional dwell time to transmit them. The evaluation of
performance shows that MCSA-MAC improves the reliabil-
ity of packet delivery and delivery latency.

Recently, machine learning-based routing [27] has
become an increasingly popular direction. By analyzing
empirical or historical data, machine learning-based routing
can continuously improve the performance of sensor net-
works, such as energy efficiency, transmission reliability,
and delay. However, in practice, sensor nodes only have lim-
ited computing and storage resources, which will be one of
the limitations of applying machine learning algorithms.

At last, we compare these multichannel protocols and
present the results in Table 1. Most multichannel protocols
optimize energy efficiency and delay and use single path to
aggregate data. These protocols give full play to the advan-
tages of multichannel. However, for some asynchronous
protocols [8, 12, 16, 25], how to realize efficient data trans-
mission between sender and receiver is still a challenging
problem. The multichannel protocol based on slot allocation
[17, 19, 22, 23] needs to solve the problem of efficient syn-
chronization of nodes and even the whole network.

In summary, several algorithms [14, 15] optimize the
node state switching by allocating consecutive time slots.
However, due to the constraint of shared channel, the node
receiving and transmitting slots are not continuous. In these
algorithm, the number of state switching of some nodes is at
least twice. Based on this, this paper ensures that the data
reception and transmission slots of each node are continu-
ous during the data transmission process by arranging the
slots of the nodes on different channels. Thus, the number
of node state transitions is minimized to one.

3. System Model and Assumption

3.1. Network System Models. We consider a data collection
network consists with a sink and N sensor nodes (that is,
V = v1, v2,⋯, vn). The sensors were randomly deployed in
a 2-dimensional region. Each node is equipped with a half-
duplex wireless transceiver. For simplicity, we assume that
nodes always use a fixed transmitting power (named Et) to
communicate with its neighbor. The neighbor is a collection
of nodes that are within the effective communication dis-
tance (named R). In here, R is determined by Et . Further-
more, the communication between node vi and vj is
reliable if euclidean distance dvi ,v j ≤ R.

The energy consumption of node is mainly composed of
four parts: transmitting, receiving, listening radio signal, and
sampling data. In this paper, we mainly consider the energy
consumed by switching between state A and state B for a
node. Table 2 summarizes typical values of Tmote Sky mote
for different operations.

In order to use the TDMA to schedule the activity of the
node, we assume that time is divided into slots with length ts.
The slots are organized in the form of schedule frame. The
schedule frame is repeated in each data collection cycle.

3.2. Problem Description. In this section, we describe the
problem studied in this paper. To describe the energy con-
sumption of nodes’ state switching, the energy ratio is calcu-
lated using

p = Esw

Esw + Et
, ð1Þ

where Esw denotes the energy cost of node state switching
and Et denotes the energy consumption of data transmis-
sion. Using Equation (1), we illustrate the energy con-
sumption of the Tmote sky with different initial
workloads in Figure 2. The parameters in Table 2 are
referred in [30]. Based to the experimental result shown
in Figure 2, the energy consumption of node state switch-
ing is higher than that on data transmission when the
nodes have low workload (e.g., 16 bytes). In practice, for
many real-world environment monitoring applications
(e.g., sensor networks for collecting temperature and
humidity information), each node may produce only 20
bytes per duty-cycle. Therefore, the energy cost of node
state switching is one of the main factors in energy con-
sumption for this type of application.

We define the energy consumption of nodes in different
states. Table 3 gives the symbol used in this section. For a
node vi, if it is scheduled to transmit at slot t, we denote it
as Tt

i = 1; otherwise, we denote it as Tt
i = 0. Similarly, we

use Rt
i to denote whether the node vi is scheduled to receive

at slot t or not. We also use EP,T and EP,R to denote energy
consumption by state transition. In fact, the energy con-
sumption from active state to sleep sate is very low com-
pared to switch from sleep to active state. Therefore, this
part of energy is often ignored.

For node vi, its energy consumption during a scheduling
period is ΣT

t=1ðTt
i ∗ ET + Rt

i ∗ ER + Tt
i ∗ EP,T + Rt

i ∗ EP,RÞ. The
energy cost for state-transition is ΣT

t=1C
t
i,T ∗ EP,T + Ct

i,R ∗
EP,RÞ. The objective of a schedule S is to minimize these
two energy consumption. If the node has fully consecutive
slots, we have ΣT

t=1ðCt
i,T + Ct

i,RÞ = 1.
The one-shot TDMA scheduling problem is defined as

follows: given a data collection tree T , how to ensure that
each node in T wakes up only once during each data collec-
tion cycle, and the wireless channel used by the algorithm is
the least (named CN). The optimization problem is stated as
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follows:

Minimize ΣT
t=1 Ct

i,T + Ct
i,R

� �
, Minimize CN ,

s:tC1 : Tt
i = Rt

i + 1, 1 ≤ i ≤ n,
C2 : Tt

i + Rt
i = 1, 1 ≤ i ≤ n,

C3 : Tt
i + Tt

k > 1, 1 ≤ i ≤ n, 1 ≤ k ≤ n:

ð2Þ

The first condition ensures that the data produced by
itself and delivered by its child is reliably forwarded to next
hop. The second condition ensures that the node only be

in transmitting or receiving at any slot t. The third condition
ensures that the transmission of node vi and node vk is
interference-free only when two nodes use different channels
at slot t.

4. One-Shot TDMA Scheduling Algorithm

The first proposed in this section is the one-shot TDMA
scheduling algorithm with no limit on the number of avail-
able channels. However, considering that the number of
available channels is limited in an real-word wireless com-
munication system, another scheduling algorithm with a
limited number of available channels is proposed. They are
all centralized algorithms. In the next section, we will pres-
ent a distributed implementation of our algorithm.

4.1. One-Shot TDMA Scheduling with Unlimited Channels
(SUC). The SUC algorithm consists of two phases: the work-
load collection phase is used to calculate the workload of
each node in the network; the receiver-based transmission
slot allocation phase is used to assign consecutive slots to
each node based on their workload. In order to ensure that
the slot arrangement of each node meets the one-shot sched-
uling requirements, and the scheduling of the nodes is colli-
sion-free, these consecutive slots are arranged to different
wireless channels.

Phase one: workload collection. In a data aggregation
sensor network, nodes periodically generate data and deliver
data to the sink in a multihop manner. In this data transfer
process, we assume that each hop passes the raw data, that is,
the data is not aggregated by the node. Based on this, we can
use Wi =Wsi +wi to compute the node vi’s workload, where
Wi is the node vi’s total workload, wi denotes the amount of
data produced by node vi during a data collection cycle, and
Wsi denotes the total amount of raw data generated by a
subtree with node vi as the root node in one data collection
cycle. The workload collection is completed using depth-
first-search (DFS) which is widely used to resolve the node
traversal problem. Figure 3 illustrates the node workload
collection. Each node produces one raw data and delivers it
to the parent in one slot. Notice that our algorithm can be
easily applied to scenarios where the initial workload of node
is different.

Table 1: Comparison of multichannel scheduling protocol for WSNs.

Protocols Special focus Simulation platform No. of paths Network size Topology

MMSN [8] Throughput, energy efficiency GloMoSim [28] Single Small Tree

PCA-MC [17] QoS Matlab-based simulator Single Small Tree

Wu et al. [9] Energy efficiency Matlab Single Small Tree

DRCS [12] Network lifetime, good PDR MICAz motes, Castalia simulator Single Small and large Hybrid

TMCP [19] Throughput, packet losses GloMoSim Single Large Tree

MCRT [20] Delay Tmote motes, NS-2 Multiple Large Tree

NDAS [21] Delay Matlab Single Small and large Tree

DMPMC [22] Delay, energy efficiency Matlab Single Small and large Clustering

MCAS-MC [25] Packet delivery ratio, delay Mica2 motes, RePTEX [29] Small Hybrid

DCAS [23] Delay Matlab Single Small and large Hybrid

Table 2: Parameters of Tmote Sky mote.

Parameter Value

Transmission current 45mW

Reception current 79mW

Start-up current 9mW

Duration of radio module start-up 5ms
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Figure 2: The energy ratio when node has different workload. We
use Tmote sky mote as an example.
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Phase two: receiver-based transmission slot assignment.
The receiver-based transmission slot assignment starts from
the sink. First, according to the workload of the child, all the
children of the sink are allocated consecutive transmission
slots for transmitting the collected raw data to the sink. Sub-
sequently, in order to ensure that the slot assignment of the
nodes meets the one-shot scheduling requirement, each
node allocates consecutive transmission slots to its children
based on its own transmission slot. For any node vi, the
number of slots assigned to it is determined by its workloads
Wi calculated in the front. We assume node vi turns to
assign slots, and it has j children. For node vi, its first trans-
mission slot is ti, then its last transmission slot is ti +Wi − 1.
Node vi works as follows to guarantee the slot assignment
meets the requirement of one-shot TDMA scheduling.

(i) Step one: node vi assigns consecutive transmission
slots to its children. In order to guarantee one-shot
scheduling of node vi, the slot assigned to the child
must be smaller than the first slot of node vi. There-
fore, for node vi’s child k (1 ≤ k ≤ j), its first slot is
vi −∑k−1

m=1Wm, and the last slot is vi − ∑k−1
m=1Wm −

1, where Wm denotes the workload of the child m
of node vi. If node k is the first child of node vi,
e.g., k = 1, then we have vi −∑c

m=1Wm − 1 = vi − 1.
As the time slot allocation is performed layer by
layer from top to bottom, there may be a case where
the first slot number of the node is less than 0.
Therefore, when the slot allocation of all nodes is
completed, the slot number of the node needs to be
adjusted. The slot number adjustment method is as
follows: the slot number less than 0 is defined as an

offset, and the maximum offset is the absolute value
of the minimum slot number (less than 0). Then,
each slot of the node is added to the offset. This oper-
ation ensures that the slot number of the node is a
positive number greater than 0

(ii) Step two: channel allocation. To minimize the num-
ber of wireless channels, SUC uses a greedy assign-
ment mechanism. We define the candidate channel
list as CCL. When a node vi assigns a channel to
child k, it first checks the assigned slot information
on each channel in CCL. If there is a channel (for
example, chi) in CCL that satisfies the requirement
of collision-free slot allocation for child k, then chan-
nel chi will be assigned to child k; otherwise, a new
channel chi+1 will be assigned to child k and added
to the CCL. Hence, we have CCL = CCL ∪ chi+1

Algorithm 1 is the pseudocode of SUC. In this algorithm,
t j is the last slot assigned to node vj, and Wj denotes the
workload of node vj. ASchj

includes all the slots active in

channel chj.

4.2. An Illustration. This section uses an example to illustrate
the SUC algorithm. Figure 4 shows the subtree used in the
example; the set of nodes is fs1, s2, s3, s4, s5g. According to
the SUC algorithm, the time slots and channels of these
nodes are allocated as follows:

Step 1. The workload collection: the node workload is
collected using DFS technology and the results are as follows
(in slots):

(i) s1: W1 =Ws1 +Ws2 +Ws3 +Ws4 +Ws5 = 5
(ii) s2: W2 =Ws2 +Ws3 +Ws4 = 3
(iii) s3: W3 =Ws3 = 1
(iv) s4: W4 =Ws4 = 1
(v) s5: W5 =Ws5 = 1

Step 2. The receiver-based transmission slot assignment:
the transmission slot allocation starts from the node s1. The
slot scheme of the node is as follows:

(i) s1: ðt1, t5Þ;
(ii) s2: ðt5 + 1, t5 +W2Þ = ðt6, t8Þ;
(iii) s3: ðt8 + 1, t8 +W3Þ = ðt9, t9Þ;
(iv) s4: ðt8 + 1 +W3, t8 +W3 +W4Þ = ðt10, t10Þ;
(v) s5: ðt5 + 1 +W2, t5 +W2 +W5Þ = ðt9, t9Þ;
Next, we will adjust the slot assignment. According to

the allocated slot, the largest slot number is t10. Therefore,
the slots of each node are adjusted as follows:

(i) s1: ðt10−5, t10−1Þ = ðt5, t9Þ;
(ii) s2: ðt10−8, t10−6Þ = ðt2, t4Þ;

Table 3: Symbol notation.

Symbol Meaning

Tt
i Indicator whether node vi transmitting at slot t

Rt
i Indicator whether node vi receiving at slot t

Ct
i,T Indicator whether node vi switches to transmit at slot t

Ct
i,R Indicator whether node vi switches to receive at slot t

ET Energy consumption of transmitting in a slot

ER Energy consumption of receiving in a slot

EP,T Energy consumption from sleep to transmitting

EP,R Energy consumption from sleep to receiving

Sink

(1)

(2)

(3)

(1)

(2)

Figure 3: Workload example.
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(iii) s3: ðt10−9, t10−9Þ = ðt1, t1Þ;
(iv) s4: ðt10−10, t10−10Þ = ðt0, t0Þ;
(v) s5: ðt10−9, t10−9Þ = ðt1, t1Þ;
Step 3. Channel allocation: note that in the slot allocation

of all nodes, only slot t1 is simultaneously allocated to s3 and
s5. Therefore, in order to ensure that the data transmission
between s3 and s5 does not conflict, the algorithm specifies
different channels for s3 and s5, for example, s3 uses channel
ch1, and s5 uses channel ch2. Since slots t0, t2 − t9 are not
reused, in order to minimize the number of channels used,
all nodes are forced to use channel ch1. Therefore, the final
channel allocation is as follows:

(i) t0: ch1

(ii) t1: ch1(s3), ch2(s5);

(iii) t2-t9: ch1

4.2.1. Analysis of Algorithm 1. In this section, we first prove
the energy efficiency of SUC and then give the boundary of
the number of channels required by our algorithm.

Theorem 1. Given any data collection tree T , Algorithm 1 is
always able to find an one-shot TDMA schedule S that
enables energy optimization (say Eopt).

Proof. For the application of raw data collection without data
fusion, the energy consumption of a node can be divided
into two parts: energy consumption of transmitting and
receiving data (say ED) and energy consumption of state-
transition (say ES). Since the node needs to wake-up at least
once during the data collection process, the optimal energy
consumption of state-transition ES

opt = n ∗ es, where es
denotes the energy for state-transition and n denotes the
number of nodes in the network.☐

According to Algorithm 1, since the slot allocated for the
child of the node always takes precedence over the node
itself, the node will forward the data to its parent or sink
only after the data of the child is completely collected. In this
process of aggregating data, the node only needs to wake up
once, that is ES = ES

opt. Let E be the total energy consumption

in a one-shot TDMA scheduling. We get E = ED + ES = ED

+ ES
opt. Because ED is fixed for a given data collection tree,

and it only depends on the structure of data collection tree,
we have ED

opt = ED, where ED
opt is the optimum energy con-

sumption for data transmit and receive. At least, we get E

= ED
opt + ES

opt = Eopt.
For the TDMA scheduling algorithm, there is a schedul-

ing conflict when different nodes reuse the same slot. To
ensure the reliability of data convergence and the continuity
of node slots, scheduling conflict problem must be solved.
Algorithm 1 solves it by assigning different channels to these
nodes. As a result, our algorithm can ensure that slot is
interference-free. Based on this, we can get the following
conclusion for the data collection tree T .

Theorem 2. For data collection tree T composed with N sen-
sor nodes, the number of channels CN is used by Algorithm 1
to establish the one-shot TDMA scheduling of T less than
logN+1

2 .

Proof. According to the receiver-based transmission slot
allocation algorithm, the transmission slot allocation process
starts from the sink. Therefore, for each node in the tree, the
transmission slot number of the child is always smaller than
the slot number of the parent. For the channel allocation,
Algorithm 1 assigns a new wireless channel to the node
and adds it to the CCL if and only if there is a scheduling col-
lision and the scheduling collision cannot be resolved using
the wireless channel in the CCL. Therefore, the number of
channels is equal to the maximum number of times a slot
is reused among nodes. We discuss the channel require-
ments of Algorithm 1 in two different topologies.☐

Type I: N-ray regular tree (such as binary tree and ter-
nary tree): Considering the N-tree T of height h (counting
from top to bottom begin with the root node), according

Input:
Data Collection Tree: T
The node set: V
Output:
Scheduling frame for T
1: whileV ≠∅do
2: Finding the node vj by using DFS
3: Assigning slots ASj = ½t j −Wj + 1, t j� to vj
4: chj=1;
5: tl = t j −Wj + 1;
6: while (tl < = t j) do
7: iftl ∈ ASchj

then

8: chj = chj + 1;
9: tl = t j −Wj + 1;
10: iftl == t j + 1then
11: ASchj

= ASchj
∪ ASj

12: Assigning ASj and chj to vj
13: V = V − vj

Algorithm 1: Scheduling With Unlimited Channels (SUC).

s1

s4s3

s2 s5

Figure 4: An example to illustrate the slot and channel allocation.
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to the time slot assignment based on the receiver, the slot
interval (denoted by T1) assigned by each node in the child
node set fs11, s12,⋯, s1Ng of level 1 in the tree T (remember
for) is shown in

1, N
h − 1

N − 1

" #
,

Nh − 1
N − 1 + 1, 2N

h − 1
N − 1

" #
,

⋯⋯,

N − 2ð ÞN
h − 1

N − 1 + 1,Nh − 1
" #

,

Nh,N Nh − 1
N − 1

" #
:

8>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>:

ð3Þ

The total number of slots required is NððNh − 1Þ/ðN −
1ÞÞ; the slot interval (recorded as T2) assigned by each node
in the set of child fs21, s22,⋯,s2N2g of level 2 is shown in

1 − Nh−1 − 1
N − 1 , 0

" #
,

1 − 2N
h−1 − 1
N − 1 ,−Nh−1 − 1

N − 1

" #
,

⋯⋯

N − 1ð Þ Nh − 1
� �

− Nh−1 − 1
� �

N − 1 + 1,Nh − 1
" #

,

⋯⋯,
N − 1ð Þ Nh − 1

� �
−N Nh−1 − 1

� �
N − 1 + 1, N − 1ð ÞNh−1

" #
:

8>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>:

ð4Þ

From the above derivation of the slot assignment of each
node in the N-tree T with levels 1 and 2, respectively, it is
known that at least one slot in T1 is included to T2, for
example, Nh − 1. Thus, according to the receiver-based slot
assignment, it can be inferred that slot Ti assigned to the
node set fsi1, si2,⋯,siNig at level i in T always contains at
least one slot in T1. Therefore, for tree T , there is at least
one slot k used by nodes located at different level in the tree.
That is to say, there is a node set Sk = fs1, s2,⋯,shg corre-
sponding to the slot k which consists of node located at dif-
ferent level in T . The size of the node set is equal to h.

Based on the above discussion, it can be concluded that
for any N-tree T , the number of channels required for
one-shot TDMA scheduling of T is CN = h.

Type II: random data collection tree: for a random data
collection tree T , we assume that the sink has n children,
denoted by st1, st2,⋯, stn, respectively, and uses Ni to repre-
sent the workload of node sti. Since each node produces a

workload during a data collection cycle, we have N1 +N2
+⋯+Nn =N . For Algorithm 1, since the slots of the parent
and child are contiguous, slot reuse can only occur between
subtrees, for example, two subtrees rooted at st1, st2. We use
δ to represent the maximum number of time slot reuses
between subtrees. Then, the value of δ may be {1,2,3,4, ...}.
Considering that different subtree combinations (for exam-
ple, {st1, st2}, {st1, st3}, etc.) result in different δ, we can get
a sequence of values of δ: {δ1, δ2,⋯, δm}. For Algorithm 1,
we have CN =max ðδiÞ, ð1 ≤ i ≤mÞ. Based on the previous
discussion of the N-ray regular tree, it can be known that δ
is maximum when each layer of the tree reuses the same
time slot. According to the graph theory, the number of
nodes in a tree with h layer is 2h − 1. For the n subtrees of

tree T , we have 2h − 1 ≤max ðN1,N2,⋯,NnÞ, and so, h ≤ lo

gmax ðN1,N2,⋯,NnÞ+1
2 . Since Ni ≤N , we have h ≤ logN+1

2 . Based
on the discussion for the N-ray regular tree, we have δi = h
. Moreover, we have CN =max ðδiÞ, and so, CN ≤ logN+1

2 .

4.3. Scheduling with Limited Channels. In Section 4.1, SUC
implements one-shot TDMA scheduling with enough avail-
able channels. However, in practice, there is a limitation on
the number of wireless channels over which a transceiver
can use. Typically, the number of orthogonal channels in
the 2.4GHz band is less than 6. Therefore, we take into
account this constraint on the number of channels and
design an algorithm for the one-shot TDMA scheduling
with given number of channels.

Compared with SUC, when we develop scheduling algo-
rithm with limited channels, the major challenge is how to
assign slots to nodes when the available channels are insuffi-
cient to ensure that the state switching times is optimized. In
Algorithm 2, we use another simple greedy strategy to over-
come this challenge. We assume that the number of chan-
nels is k.

The Lookahead Search described in Algorithm 2. Note
that the slot included in a slot slice is consecutive.

4.4. Complexity Analysis. The main process of Algorithms 1,
2, and 3 is to collect the workload of node and assign consec-
utive slot to node. These two processes are completed by
using DFS algorithm. The time is mainly consumed in find-
ing adjacency nodes in routing tree, so the time complexity
of these algorithms is O(n2), where n denotes the number
of nodes in the networks.

5. A Distributed Implementation

In the algorithm SUC, the time slot and channel assignment
of a node are assigned by the aggregation node. The advan-
tage is that the energy consumption is saved. However, as
the network scale increases, the probability of redundant
exchange of node time slot and channel assignment infor-
mation in the information distribution process will be
greatly increased, and frequent exchange of redundant infor-
mation between nodes will be lead to the waste of energy.
One of the methods of adapting the SUC to a large-scale net-
work is to adopt a distributed implementation. In this paper,
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a distributed implementation of SUC algorithm is described
as follows.

The TOKEN for slot and channel assignment is first gen-
erated by the Sink, and TOKEN is passed to each node in the
data aggregation tree by using DFS to accomplish the statis-
tics of the total workload of the node. When TOKEN returns
Sink, the total workload of any node i in the network can be
calculated byWi =Wsi +wi, where Wsi is the total workload
of the subtree rooted at node i, wi indicating the amount of
work generated by the node itself.

In the node slot and channel assignment phase, there are
two types of information that need to be carried in TOKEN:
(1) node’s slots, expressed as (the workload: W, the ID of
first slot: t); (2) channels’ slot, expressed as (channel num-
ber: c, slot list: TL). The process consists of three steps.

Step 1. Sink passes the TOKEN to the first leaf node,
such as node i. To simplify the problem, we assume that
the node i has the most workload. Next, node i begins to
assign slot and channels to itself and stores this information
to the TL of node’s schedule S, while storing the slot infor-
mation into the TOKEN for return to the parent node. Since
the phase of slot and channel assignment begins with node i,
there is no conflict no matter slot or channel. After node i
completes the assignment of slot and channel, the TOKEN
is then passed to its parent.

Step 2. When the parent p receives the TOKEN from the
child i, it first stores the slot information ðW, tÞ and child’s
ID carried in the TOKEN into the RL of its schedule, also
named S. If the parent p does not complete the assignment
of slot and channel, it will continue to perform slot and
channel assignment. Otherwise, the parent p skips the slot

and channel assignment. The slot and channel assignment
of the parent p is as follows.

Based on the slot information ðW, tÞ carried in the
TOKEN, p can calculate its slot interval as ½t +W, t +W +
Wp − 1�. In the process of channel assignment, p looks for
the TL related with each channel to find a channel that can
place its slot ½t +W, t +W +Wp − 1�. If the channel cannot
be found, an idle channel is added and the slot of p is asso-
ciated with the new channel. After completing the slot and
channel assignment, p stores the slot into its’ TL and then
calls the TOKEN processing routine.

TOKEN processing routine: when p completes or skips
the slot and channel assignment, the TOKEN may be deliv-
ered to p’s child or parent, which are handled as follows:

(1) If TOKEN is passed to the child, p selects the child
with the largest workload from the unassigned child
set and passes the TOKEN. Before passing the
TOKEN, p needs to specify the minimum slot num-
ber tmin in the schedule S to t and initialize w to 0

(2) If TOKEN is passed to the parent, and t = tp, w =wp,
where tp is the first transmitted slot number of p, and
wp denotes the total workload of p

Step 3. Assign slot and channel to child: when child, such
as k, receives TOKEN, node k first calculates node’s first slot
number tk = t −wk according to t in TOKEN and deter-
mines that node’s slot interval is ½tk, tk +wk − 1�. In the pro-
cess of assigning channels, node k looks for each TL
associated to channel to find the channels that can satisfy
node k’s slot requirements. If not found, a new idle channel
is added, and the slot interval ½tk, tk +wk − 1� of node k is
arranged to the channel. After the slot and channel assign-
ment is completed, node k first stores the slot assignment
into the TL of k’s schedule S and then calls the aforemen-
tioned TOKEN processing routine.

After all the nodes in the network have completed the
slot and channel assignment, TOKEN will return to the sink.
Note that the above distributed implementation completes
the slot and channel assignment only by token transfer.
The overhead of the algorithm is only caused by the TOKEN
transfer between the nodes. The algorithm has a low
complexity.

6. Simulation Results

This section summarizes the performance of proposed algo-
rithm. The MATLAB is used as the simulation platform, and
implements one-shot TDMA scheduling and two compari-
son algorithms centralized TDMA scheduling (named cen-
tralized) [5] and multihop-TDMA. The centralized is
proposed to reduce the energy consumption of nodes’ state
transition. It reduces the number of slots used for scheduling
by reusing slots. The main difference between our algo-
rithms and centralized is that centralized uses only one chan-
nel. Therefore, when the centralized reduces the number of
node state switching, it cannot guarantee that the transmit-
ting slot and the receiving slot of the node are completely

Input:
Data Collection Tree: T
The node set: V
the number of available channel k (1 ≤ k)
Output:
Scheduling frame for T
1: whileV ≠∅do
2: Finding the node vj by using DFS
3: Assigning slots ASj = ½t j, t j −Wj + 1� to vj
4: chj=1;
5: tl = t j −Wj + 1;
6: whiletl ≤ t j and chj ≤ kdo
7: iftl ∈ ASchj

then

8: chj = chj + 1;
9: tl = t j −Wj + 1;
10: iftl ≤ t j and chj > kthen
11: Calling Algorithm 3
12: else
13: ASchj

= ASchj
∪ ASj

14: Assigning ASj and chj to vj
15: V =V − vj

Algorithm 2: Scheduling With Limited Channels (SLC).

9Journal of Sensors



continuous. In addition, we also implemented a multihop-
TDMA without slot reuse as the baseline. Since the distrib-
uted scheduling is the same as the centralized scheduling
on the core mechanism, we only report the results of the cen-
tralized scheduling.

The typical topology used in our all experiments shown
in Figure 5. The experimental results are the mean value of
10 random network topology. All nodes are randomly
placed in a 2D region of no more than 100m × 100m. The
transmission distance is 12m. Each node produces only a
unit data which can be transmitted completely in a slot in
a data collection cycle. In other words, the initial workload
of the node is one packet. We form a shortest-path data col-
lection tree to study these algorithms. In our simulations,
each node produces one packet in a data collection cycle.
Our simulations use the Tmote Sky mote, and its parameters
are shown in Table 2.

6.1. Impact of the Network Scale. Figure 6 shows the number
of channels used by our algorithm in a network topology
with different hop counts. We can conclude that the number
of channels used by our algorithm is increasing as the num-
ber of hops in the network increases. Furthermore, N-ray
regular tree uses the most channels to guarantee the one-
shot scheduling in the most simulation experiments. The
main reason is that nodes with different hops in the N-tree
will reuse the same time slot. Therefore, in order to avoid
wireless interference between these nodes, each node must
use a different channel, resulting in the number of channels
being equal to the height of the tree. In a random shortest
path tree, the probability that the same time slot is reused
by nodes located at different hop counts is low, and there-
fore, less time slot reuse between nodes reduces the number
of channels.

The number of slots required for scheduling generated
by different algorithm is shown in Figure 7. Compared with
SUC, the number of slots is large due to the lack of slot reuse
when nodes use multihop-TDMA algorithm. As shown in
the figure, as the number of nodes continues to increase,
the number of slots required for scheduling generated by
all algorithms is also significantly increased. Since multi-
hop-TDMA does not employ the slot reuse mechanism, it
generated the scheduling with the largest number of slots.

Correspondingly, the data delivery delay is also the largest.
As for the SUC and centralized, since both algorithms have
a slot reuse mechanism, the number of slots they need is
not much different. Since data transmission occurs on
orthogonal channels, SUC can provide the reliable data
delivery. However, the centralized uses the protocol interfer-
ence model. Since the protocol interference model only
models the wireless interference between nodes in the two-
hop range, it cannot fully represent the wireless interference
between nodes in the actual environment. The scheduling
produced by the centralized may not easy to guarantee the
reliable data transmission.

The energy consumption of nodes’ state switching is shown
in Figure 8. Since the number of orthogonal channels that a
node can use is unlimited, the scheduling generated by SUC
ensures that each node only need to switch states once and thus
has the lowest energy consumption. For multihop-TDMA and
centralized, since the receiving slots and transmitting slots of
the node are discontinuous, the node has to switch from sleep
to receiving or from sleep to the transmitting state many times,
thereby increasing the energy consumption of node.

6.2. Impact of the Number of Channels. In a real-world net-
work, the number of channels that a node can use is very
limited. Therefore, we evaluate the performance of SLC in
this section. We first measure the energy consumption for
state switching and then evaluate the data collection time
derived by SLC. In all experiments, we use the multihop-
TDMA and centralized as the benchmark.

Figure 9 shows the total energy consumption of state
switching during a data collection cycle. It can be concluded
that as the number of available channels increases, more nodes
can complete one-shot TDMA scheduling, thereby reducing
the energy consumption of sate switching. After the number
of channels is 6, all the nodes in the network need only switch
the state once to complete the data collection, and the energy
consumption of state switching is the least.

The relationship between the number of available chan-
nels and the data collection time is shown in Figure 10.
Among the three algorithms, the scheduling generated by
multihop-TDMA requires the most slots. When the number
of available channels is less than 4, the scheduling derived by
SLC requires more slots than the centralized algorithm.

Input: an initial slot slice ½t j, t j +Wj − 1� assigned to node j;
the channel chj which has the minimum traffic load
Output: a new slot slice ½tm −Wj, tm� for node vj
1: iftl ∈ ½t j, t j +Wj − 1� and tl is the slot assigned to nodes by all k channels then
2: Calculating the maximum unassigned slot number tm = tl − 1 and a new slot slice ½tm −Wj, tm�
3: for each slot tk ∈ ½tm −Wj, tm�do
4: tk is unassigned in channel chj and so could be allocated to node vj
5: iftk cannot be assigned to node vjthen
6: tm = tk
7: Recalculating slot slice ½tm −Wj, tm�
8: Assigning slot slice ½tm −Wj, tm� and the channel chj to node vj

Algorithm 3: Lookahead Search.
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When the number of available channels exceeds 4, the SLC is
equivalent to the slot requirement of the centralized algo-
rithm. In addition, when the number of nodes increases to
800, the slots difference between the two algorithms is signif-
icantly reduced. The reason for this is more slots are reused
by nodes on different channel when the sufficient channels
are available and then shortens the data collection time.

The number of state-transition is shown in Figure 11. It
can be concluded from the figure that although the single

channel centralized can reduce the number of state-
transition by allocating consecutive slots for nodes, in fact,
only a small part can be reused between nodes due to the
existence of wireless interference. Centralized cannot guar-
antee that the nodes have consecutive slot assignment. For
SLC, when the number of available channels is 2, the number
of state transition is not much different from that of central-
ized. However, when the number of channels is increased to
4, the number of state-transitions is significantly different.
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Figure 5: The typical topology used in our all experiments. The transmission distance is 12m. The initial workload of the node is 1 packet.
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When the number of channels is increased to 6, each node
needs only one state transition to complete the receiving
and transmitting data, thereby obtaining optimal energy
efficiency.

Based on the experimental results, it can be found that
when the available channels increase, the receiver-based slot
assignment makes the slot of the node as continuous as pos-
sible, so as to minimize the number of state switching of the
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Figure 7: The number of slots versus network scale.
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Figure 8: The energy consumption for state switching versus network scale in one data collection cycle.
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node. In fact, because the node always receives child’s data
through continuous slots firstly, and then forwards all data
to its parent, the data transmission delay has also been opti-
mized. Therefore, our algorithm is helpful to design delay-

aware routing protocol. Considering that IEEE 802.15.4e
[31] has supported the multichannel communication tech-
nology, our algorithm is feasible to a certain extent. How-
ever, because the slots allocated to nodes can be reused
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only when nodes use different channels, the algorithm in this
paper does not fully realize the optimization of data trans-
mission scheduling. In addition, our algorithm does not con-
sider the performance of nodes with different initial
workload or under different network topology [32]. These
problems are also worthy of further consideration.

7. Conclusion

In this paper, the one-shot TDMA scheduling algorithm is
proposed for the energy consumption of state switching.
The one-shot TDMA scheduling algorithm uses a continu-
ous slot allocation algorithm based on the receiver to ensure
that each node only needs to wake up once during data
aggregation, and at the same time, by arranging the slots
on different channels, the data transmission of the node is
guaranteed to be interference-free. We considered the case
where the number of available channels is limited and devel-
oped the SLC algorithm. The extensive simulation results
show that the proposed algorithm can effectively reduce
the number of node state switching and obtain the optimal
data collection time.

However, our algorithm does not provide optimal data
collection time when the number of available channels is
small. Therefore, in our future research work, we plan to
implement intrachannel and interchannel slot reuse based
on the wireless interference model to further reduce data
collection time.
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