The application of pattern recognition techniques in metabolite fingerprinting of six different Phyllanthus spp.
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Abstract. FTIR spectroscopy was used together with multivariate analysis to distinguish six different species of Phyllanthus. Among these species P. niruri, P. debilis and P. urinaria are morphologically similar whereas P. acidus, P. emblica and P. myrtifolius are different. The FTIR spectrometer was used to obtain the mid-infrared spectra of the dried powdered leaves in the region of 400–4000 cm⁻¹. The region of 400–2000 cm⁻¹ was analyzed with four different pattern recognition methods. Initially, principal component analysis (PCA) was used to reduce the spectra to six principal components and these variables were used for linear discriminant analysis (LDA). The second technique used LDA on most discriminating wavenumber variables as searched by genetic algorithm using canonical variate approach for either 30 or 60 generations. SIMCA, which consisted of constructing an enclosure for each species using separate principal component models, was the third technique. Finally, multi-layer neural network with batch mode of backpropagation learning was used to classify the samples. The best results were obtained with GA of 60 gens. When LDA was run with the six wavenumbers chosen (1151, 1578, 1134, 609, 876 and 1227), 100% of the calibration spectra and 96.3% of the validation spectra were correctly assigned.
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1. Introduction

Phyllanthus niruri Linn (synonym: P. amarus) is widely found in tropical regions of the world. Although various activity in animals such as lipid lowering [14,27], contraceptive [20], antiplasmodial [24] and antitumor effect [21] have been reported, its often used by human for beneficial effect on kidney stones in the region of south east Asia. In Malaysia, there are two other similar species of P. debilis and P. urinaria for which the same health benefit is attributed although usage of P. niruri is more popular [28]. It has been mentioned that current methods to distinguish these three species depend greatly on morphological and phytochemical methods, which are not adequate to separate them [25]. However, another group [6] was able to distinguish P. emblica from P. niruri and P. urinaria but their approach required DNA isolation and use of randomly amplified polymorphic DNA-polymerase chain reaction (RAPD-PCR). The RAPD-PCR was later reported to be capable in distinguishing P. niruri from P. urinaria and P. debilis [26].
The quality control methods in the herbal industry usually involve visual inspection at the macroscopic as well as microscopic level as an initial first step and later analytical inspection with thin layer chromatography (TLC) or high performance liquid chromatography (HPLC). The first step is subjective whereas the chemical analysis involves analyzing the herbs for presence of chemical markers. The detection of chemical markers need to take into consideration the possibility of spiking or adulteration and the choice of markers from a wide range of chemicals such as terpenoids, flavonoids, etc. Furthermore, it has been reported in food industry that sometimes identity could not be ascertained even after analyzing various markers [3,7]. Other than having supposedly taxonomic significance, the marker compounds should be responsible for activity but often the contribution of a particular compound is not known and activity is due to synergistic activity of various components [12].

Recent development is the use of metabolite fingerprinting of samples for determining origin as well as identification or taxonomic purposes. The approach of metabolite fingerprinting involves obtaining information to unravel metabolic alterations without the need to obtain quantitative data for all the metabolites. This approach is often performed via rapid analytical methods such as nuclear magnetic resonance [1,8,15], mass spectrometry [9,23] or Fourier transform infrared (FTIR) spectroscopy [29]. The approach of FTIR is often selected as this rapid technique measures the vibrational of bonds within functional groups for carbohydrates, amino acids, lipids, fatty acids as well as the secondary metabolites in plants simultaneously.

Metabolite fingerprinting with FTIR spectroscopy in combination with multivariate analysis of principal component analysis (PCA) or genetic algorithm (GA) in combination with linear discriminant analysis (LDA) was capable of differentiating *P. niruri* according to locations [5] and this approach was tried to distinguish the closely resembling *P. niruri, P. debilis* and *P. urinaria* as well as three other morphologically different species of *P. acidus, P. emblica* and *P. myrtifolius*. Holmes and coworkers [13] mentioned that simple unsupervised method such as PCA might work well with data classes with limited number of well defined classes whereas more complex and hard to distinguish spectra would require more sophisticated statistical approach. Therefore, the approach here was to combine metabolite fingerprinting using FTIR with multivariate analysis of PCA–LDA, GA–LDA, SIMCA and neural networks to distinguish the six different species.

2. Experimental and methods

2.1. Chemicals

Potassium bromide (KBr) for infrared spectroscopy (Sigma-Aldrich).

2.2. Samples of Phyllanthus species

Three different batches for each of the six species were collected from Pulau Pinang. Fresh samples of leaves were dried to dryness at 40°C and ground. Techniques of pooling and quartering as described in quality control of medicinal plant materials by World Health Organization [2] were used to obtain the three average samples from each batch. This process was repeated to obtain eighteen spectra for each species and from these, odd numbered spectra were used for calibration set and even numbered set in the validation set.
2.3. KBr method

Dried powdered herbal sample weighing 2 mg was mixed with 98.0 mg of potassium bromide (KBr) powder with a pestle and mortar. This mixture was used for the preparation of herbal KBr tablet at 10 tons of pressure for 2 min. Eighteen KBr discs were used for each species.

2.4. Spectral acquisition

All spectra in the region of 400–4000 cm\(^{-1}\) were collected using a Nexus model FTIR spectrometer (Thermo Nicolet Corp., WI, USA), which was equipped with a deuterated triglycerine-sulphate (DTGS) detector. The instrument was controlled by OMNIC\textsuperscript{TM} code and the infrared measurements were performed at spectral resolution of 4 cm\(^{-1}\) with 32 interferograms co-added before Fourier transformation. Happ–Genzel apodization was applied and spectra were encoded every 1.928 cm\(^{-1}\).

2.5. Data processing software

Chemometric analysis was carried out to visualize groupings within the various samples. Two preliminary steps were carried out that is all the spectra were smoothed and normalized with Spectrum Version 3.02 (PerkinElmer, Inc.). The data obtained were then further processed by using tools in Microsoft\textsuperscript{®} Excel 2000 (Microsoft Corp., WA, USA), SPSS for Windows Version 11.5 (SPSS Inc., Chicago, IL, USA), The Unscrambler\textsuperscript{®} Version 8.05 (Camo Process AS, Oslo, Norway) and Matlab Version 6.5.1 (The MathWorks Inc., Natick, MA, USA).

PCA and LDA of the normalized spectra in the region of 400–2000 cm\(^{-1}\) were analyzed by SPSS. Wavelength selection for the above IR region by GA was carried out using Matlab and the selected wavelengths used for LDA by SPSS. SIMCA was carried out using the Unscrambler. The neural network computations were performed with the neural network toolbox in Matlab.

2.6. Multivariate analysis

2.6.1. Principal component analysis–linear discriminant analysis (PCA–LDA)

The FTIR spectra used was the region from 400 to 2000 cm\(^{-1}\) consisting of 831 variables. This region was chosen to reduce the computation required and furthermore, this range was capable of differentiating spectra according to region. Both the calibration and validation set consisted of 54 spectra each and was combined into a single matrix. An initial PCA was carried out on the 108 \(\times\) 831 data matrix. Later, discriminant analysis was carried out using the first six principal component scores as variables. The classification of samples in the calibration set and more importantly the validation set where groups are not initially assigned was monitored.

2.6.2. Classification by genetic algorithm–linear discriminant analysis (GA–LDA)

The GA was used on the calibration data set to find the most discriminating variables. The approach was similar to the one earlier which separated samples according to region [5]. The Xdata consisted of 54 \(\times\) 831 spectral data, whereas the Ydata of dummy variables of species assignment consisted of a matrix of 54 \(\times\) 6. The GA parameters were an initial number of chromosomes of 80, number of generations of terminations of algorithms after 30 or 60 generations and number of canonical variate loadings calculated was four. The spectral variables chosen were the ones with highest magnitude for the first loadings and these variables were used for linear discrimination analysis to obtain classification according to species for both the calibration data and validation data set.
2.6.3. **Classification by soft-independent modeling of class analogy (SIMCA)**

SIMCA was also carried out by building a separate principal component model for each species by using cross-validation method on the calibration data set. The second step in SIMCA classification consisted in classifying both the calibration and validation spectra using the six principal component models built.

2.6.4. **Classification by neural networks**

There are various architectures for neural networks and this study used an $831 \times 6 \times 6$ plus bias, that is 831 neurons in the input layer corresponding to the number of wavenumbers selected. Six neurons in the hidden layer was empirically chosen whereas, six neurons in the output layer represented the six species or targets concerned. The whole spectral data of the six species was divided into calibration and validation sets. Both sets consisted of $831 \times 54$ matrix. As this network used six output neurons, a target vector $T$ (size of $6 \times 54$) was presented in which, row of the matrix represented the species.

The training of the neural network using calibration data set was done with batch mode of backpropagation algorithm. Information on training of the network is explained in detail elsewhere [10,11]. The training set was employed to adjust the weights using the Levenberg-Marquardt algorithm for backpropagation of error. The learning used was gradient descent with momentum. Two different systems of this were tried where in both the hyperbolic tangent sigmoid (tansig) transfer function was used for hidden neurons but differed where either log-sigmoid (logsig) or hyperbolic tangent sigmoid (tansig) was the transfer function for the output neurons. The other training parameters used were common for both types. The parameters of epoch, show, goal, time, min_grad, max_fail, mu, mu_dec, mu_inc, mu_max, and mem_red are explained in detail elsewhere [4]. Except for epoch and show, which used values of 20 and 5, respectively, all other parameters used were of default settings. After the network has been trained, it was stimulated using the validation set and correct classification was noted.

3. **Results and discussion**

3.1. **Principal component analysis–linear discriminant analysis (PCA–LDA)**

The concept used here was to reduce the dimensionality of the data by performing PCA and then using the principal components as variables for LDA. The PCA was carried out on the combined calibration and validation set. The number of principal components chosen for the subsequent LDA was based on the number of components that gave a total explained variance of at least ninety percent. Six principal components were required to fulfill these criteria and their variance explained was 34.3, 25.2, 16.7, 8.6, 3.7 and 3.5%. These six principal components accounted for 92.1% of the total variability.

LDA showed good recognition ability according to species by using the six principal components as variables. This was shown by 98.1% of the calibration set being correctly classified. Only one out of nine spectra of *P. niruri* was wrongly classified as belonging to *P. urinaria*. The high percentage of correct classification was also confirmed in the validation set which had 96.3% correct classification. Only two out of nine spectra of *P. niruri* in the validation set were wrongly classified as *P. debilis*. The other five species had 100% correct classification in both calibration and validation set.

3.2. **Genetic algorithm–linear discriminant analysis (GA–LDA)**

The GA for differentiation of species used the canonical variate concept, which maximized the ratio of variance between groups to within groups to find the best chromosomes that could separate spectra
Fig. 1. GA classification of different Phyllanthus spp. The canonical variate (CV) scores for combined calibration and validation data of each species at 30 and 60 generation. PAC is *P. acidus*, PDE is *P. debilis*, PEM is *P. emblica*, PMY is *P. myrtifolius*, PNI is *P. niruri* and PUR is *P. urinaria*.

According to species. The GA was run 10 times for the 30 gens and 6 times for 60 gens using the calibration set data. The most common results for both of the runs were identified and using their loadings, the canonical variate scores were calculated for both calibration and validation set. This was done by multiplying each variable’s loading with the autoscaled reading for the respective variable and the total sum of this for the 831 variables gave the canonical variates scores for the dimension concerned. The canonical variate scores were calculated for the first and second dimensions for both the 30 gens as well as 60 gens runs and were plotted. The plot in Fig. 1 shows groupings according to species and the plot for 60 gens shows slightly better separation of species. The calibration and validation data points fall in the same region of the plot for each of the respective species. Therefore, the plot combines the data for calibration and validation set and shows the locations on the plot according to the species.

The discriminating ability was confirmed by running LDA using either four or six most discriminating wavenumber variables from the 60 gens run. It is the magnitude of loadings that show importance of a particular variable for discrimination of species and the wavenumber variables were sorted from lowest value to highest. The wavenumber variables with the three lowest and three highest loadings were chosen. The three lowest to three highest were 1151, 1578, 1134, ..., 609, 876, 1227.

In the first LDA using four wavenumbers of 1151, 1578, 876 and 1227 as variables, 94.4% of the calibration data and 90.7% of the validation set were correctly assigned. Two spectra of *P. niruri* in both calibration and validation set were wrongly assigned as *P. debilis*. Furthermore, two spectra in calibration and three spectra in validation belonging to *P. debilis* were wrongly classified as *P. niruri*.

When LDA was run with the six wavenumbers (1151, 1578, 1134, 609, 876 and 1227), 100% of the calibration spectra and 96.3% of the validation spectra were correctly assigned. In the validation set, one spectrum out of nine of *P. debilis* was assigned as *P. niruri* whereas one spectrum of *P. niruri* was misidentified as *P. debilis*. Further optimization to improve the classification would involve selection of different fitness function as well as change in approach for crossover or mutation [16]. There are other approaches for GA to be implemented and some of these [17–19,22] might improve the classification of very closely related spectra.
3.3. Soft-independent modeling of class analogy (SIMCA)

SIMCA classification was also utilized for discrimination of the six different *Phyllanthus* species. Six models of principal components were developed for each of the category and the number of principal components used was as suggested. The number of principal components for *P. acidus*, *P. debilis*, *P. emblica*, *P. myrtifolius*, *P. niruri* and *P. urinaria* were 4, 7, 7, 5, 6 and 5, respectively. SIMCA classification gave 100% sensitivity with no spectra belonging to their class was rejected. However, sensitivity (where spectra were not classified into other groups) was low with values of 74.1% for calibration set and 72.2% for validation set.

In the calibration set, seven out of nine spectra of *P. debilis* were also assigned as *P. niruri*, whereas three out of nine spectra of *P. niruri* were also assigned as *P. urinaria*. In the case of *P. urinaria*, four out of nine was co-assigned as *P. niruri*, whereas two others also assigned to *P. debilis*.

In the validation set, the whole nine spectra of *P. debilis* was also classified into *P. niruri*, three out of nine spectra of *P. niruri* was also designated as *P. urinaria*, whereas another was co-assigned to *P. debilis*. Out of the nine *P. urinaria* spectra, three were co-assigned to *P. niruri* whereas two were also assigned to *P. debilis*.

3.4. Neural networks

The neural networks use the patterns in the training or calibrations set, and learn to enable the network to make predictions. Two types of neural networks, which differed only in the function for the output neurons, where in the first log-sigmoid (logsig) was used, whereas in the second hyperbolic tangent sigmoid (tansig) transfer functions was used. The overall prediction ability of the first neural network using Levenberg–Marquardt algorithm and gradient descent with momentum is shown in Table 1. The final assignment success rates for the calibration and validation set was 98.2% and 83.3%, respectively. Overall, the network performed well as seen from the calibration set. The low correct classification in *P. urinaria* in the validation set could be overcome by using a larger sample set. The average score for the six output neurons using the validation set, which represents the classification achieved by the neural network, is shown in Fig. 2. The graph displays the prediction of the network for each selected species as a bar chart. It can be noticed that the similarity between *P. niruri* and *P. urinaria* can be seen from the outputs for the fifth and sixth neurons.

The second neural network used had hyperbolic tangent sigmoid (tansig) transfer functions in both the hidden and output neurons. The network was also trained using Levenberg–Marquardt algorithm

<table>
<thead>
<tr>
<th>Group</th>
<th>Calibration set</th>
<th>Validation set</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number classed</td>
<td>Number classed</td>
</tr>
<tr>
<td></td>
<td>correct</td>
<td>wrong</td>
</tr>
<tr>
<td><em>P. acidus</em></td>
<td>9</td>
<td>0</td>
</tr>
<tr>
<td><em>P. debilis</em></td>
<td>9</td>
<td>0</td>
</tr>
<tr>
<td><em>P. emblica</em></td>
<td>9</td>
<td>0</td>
</tr>
<tr>
<td><em>P. myrtifolius</em></td>
<td>9</td>
<td>0</td>
</tr>
<tr>
<td><em>P. niruri</em></td>
<td>9</td>
<td>0</td>
</tr>
<tr>
<td><em>P. urinaria</em></td>
<td>8</td>
<td>1</td>
</tr>
</tbody>
</table>
Fig. 2. The average scores of the six output neurons for each species. The neural network used transfer function of hyperbolic tangent sigmoid (tansig) for hidden neurons and log sigmoid (logsig) for output neurons. In ideal classification output neuron associated with species would give value of 1; other neurons would give value of 0.

Table 2

<table>
<thead>
<tr>
<th>Group</th>
<th>Calibration set</th>
<th>Validation set</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number classified correct</td>
<td>Number classified wrong</td>
<td>Classified correctly (%)</td>
<td>Number classified correct</td>
<td>Number classified wrong</td>
<td>Classified correctly (%)</td>
<td></td>
</tr>
<tr>
<td>P. acidus</td>
<td>9</td>
<td>0</td>
<td>100.0</td>
<td>9</td>
<td>0</td>
<td>100.0</td>
<td></td>
</tr>
<tr>
<td>P. debilis</td>
<td>6</td>
<td>3</td>
<td>66.7</td>
<td>7</td>
<td>2</td>
<td>77.8</td>
<td></td>
</tr>
<tr>
<td>P. emblica</td>
<td>9</td>
<td>0</td>
<td>100.0</td>
<td>9</td>
<td>0</td>
<td>100.0</td>
<td></td>
</tr>
<tr>
<td>P. myrtifolius</td>
<td>9</td>
<td>0</td>
<td>100.0</td>
<td>9</td>
<td>0</td>
<td>100.0</td>
<td></td>
</tr>
<tr>
<td>P. niruri</td>
<td>6</td>
<td>3</td>
<td>66.7</td>
<td>6</td>
<td>3</td>
<td>66.7</td>
<td></td>
</tr>
<tr>
<td>P. urinaria</td>
<td>9</td>
<td>0</td>
<td>100.0</td>
<td>7</td>
<td>2</td>
<td>77.8</td>
<td></td>
</tr>
</tbody>
</table>

and gradient descent with momentum. The prediction ability of this network was almost similar to the earlier one but was better in handling the P. urinaria samples. The prediction ability for the calibration and validation set is shown in Table 2. The success rates for prediction of the calibration and validation set was 88.9% and 87.1%. The average score for the six output neurons with the validation data set is shown in Fig. 3. Although the sixth neuron was able to distinguish P. niruri from P. urinaria, the fifth neurons showed that both these samples have quite similar spectra as compared to the other four species.

It has been stated [30] that in an ideal classification, only one output neuron associated with the particular species from which the data was used, should have an output of one. At the same time, all
other output neurons should have an output of zero. This could be achieved perhaps, if a larger data set is used and the number of epoch for the algorithm is increased.

4. Conclusion

Four different chemometric approaches consisting of PCA–LDA, GA–LDA, SIMCA and neural networks were evaluated with the best classification according to species achieved by GA–LDA. PCA–LDA gave the next best results with neural networks showing classification ability close to PCA–LDA. However, the advantage of neural networks is that the underlying variables that are important for discrimination is not known and this would discourage adulteration if the approach were used in an industrial setting. *P. niruri*, *P. debilis* and *P. urinaria* not only possessed morphological similarities but also showed similar FTIR spectra which were only distinguished easily by the more sophisticated method of GA–LDA. Future work will attempt to improve classification of larger set of samples using different GA approaches to fine tune the important GA parameters of fitness function, crossover and mutation.
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