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Abstract. Mobility management is a desired feature for the emerging Internet of Things (IoT). Mobility aware solutions increase the connectivity and enhance adaptability to changes of the location and infrastructure. IoT is enabling a new generation of dynamic ecosystems in environments such as smart cities and hospitals. Dynamic ecosystems require ubiquitous access to Internet, seamless handover, flexible roaming policies, and an interoperable mobility protocol with existing Internet infrastructure. These features are challenges for IoT devices, which are usually constrained devices with low memory, processing, communication and energy capabilities. This work presents an analysis of the requirements and desirable features for the mobility support in the IoT, and proposes an efficient solution for constrained environments based on Mobile IPv6 and IPSec. Compatibility with IPv6-existing protocols has been considered a major requirement in order to offer scalable and inter-domain solutions that were not limited to specific application domains in order to enable a new generation of application and services over Internet-enabled dynamic ecosystems, and security support based on IPSec has been also considered, since dynamic ecosystems present several challenges in terms of security and privacy. This work has, on the one hand, analysed suitability of Mobile IPv6 and IPSec for constrained devices, and on the other hand, analysed, designed, developed and evaluated a lightweight version of Mobile IPv6 and IPSec. The proposed solution of lightweight Mobile IPv6 with IPSec is aware of the requirements of the IoT and presents the best solution for dynamic ecosystems in terms of efficiency and security adapted to IoT-devices capabilities. This presents concerns in terms of higher overhead and memory requirements. But, it is proofed and concluded that even when higher memory is required and major overhead is presented, the integration of Mobile IPv6 and IPSec for constrained devices is feasible.
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1. Introduction

Future Internet presents a more ubiquitous and mobile Internet. Mobility support is increasing the applicability of Future Internet to new areas. Mobile platforms such as smart phones and tablets are enabling a tremendous range of applications based on ubiquitous location, context awareness, social networking, and interaction with the environment [3].

The potential of the Future Internet is not limited to smart phones. Internet of Things (IoT) is another emerging area of the Future Internet, which is offering a higher integration of the cybernetic and
physical world. The main goals from the IoT is to collect data from the real-world entities and events. Many entities may move around in a real world environment, thus making the IoT devices attached to them mobile. Thus, handling mobility and dynamic systems is a key requirement for IoT solutions and consequently adequate support needs to be provided.

Specifically, the challenge is the provisioning of adequate mobility management to control and exploit realistic mobility of both IoT devices and real world entities. Some dynamic ecosystem where mobility management is required are the Smart Cities [7] and Hospital Wireless Sensor Networks (HWSN) [5,6], which are being extended with the integration of sensors and smart devices.

Smart cities present infrastructure that is being enabled with Internet connectivity, such as street lights [30], parking lots, smart banners, and traffic lights. Mobility management is required since citizens and transport are dynamic. Therefore, services based on geo-location and context awareness require a continuous connectivity through the existing metropolitan WiFi networks and emerging IEEE 802.15.4 networks from the mentioned infrastructure. For example, some projects such as SmartSantander in Spain have deployed a IEEE 802.15.4 infrastructure to empower transport and citizens [2]. Another example of Smart Mobility in smart cities is being developed by the project BUTLER [1], this optimizes the travel time based on external information from the public transport system and the personal location and information integrated into mobile applications. This kind of solutions are enabling new ways to interact, plan, and live in a smart life ecosystem.

Mobility management in hospitals is required since clinical devices can be connected through wireless technologies. Mobility offers highly valuable features such as higher quality of experiences for the patients, since it allows to the patients move freely, continuous monitoring through portable and wearable sensors, extends the coverage to all the hospital, and finally a higher fault tolerance since the mobility management allows to adapt dynamically the connection to different access points. Therefore, HWSNs is one of the main scenarios where the mobility for the IoT-based applications exploit these capabilities.

On the one hand, fault tolerance influences directly in the life support. On the other hand, continuous monitoring influences in the quantity of data available which is required for real-time diagnostic with algorithms such as YOAPY [12].

Such as described, both scenarios present different requirements since, on the one hand, smart cities are offering an inter-domain mobility scenario where the Wireless Internet Service Providers (WISP) will be heterogeneous and consequently the addressing spaces will be distributed, and on the other hand, HWSNs present an inter-domain scenario where even when multiple access points are deployed in the hospital campus, it is defined a single domain. Therefore, the addressing space is common.

Finally, in a smart life environment, it could be addressed scenarios that mix the smart cities with the HWSNs, one example of use case is the extension to the ambulances, where the ambulance is a mobile network dependent on the gateways available around the city, and finally when the ambulance arrives to the hospital, then patient’s sensors are connected to the hospital wireless network and re-assigned to the hospital domain.

IoT capabilities enable this evolution of the ecosystems to dynamic and connected environments in order to offer new high level services such as continuous monitoring. Finally, it could be considered end-to-end scenarios such as a H2H (Home to Hospital) solution where the patients are monitored in their home domain with a set wearable sensors, they continue connected in the ambulance and finally they are monitored in the hospital.

This kind of scenarios are desirable for the capabilities of the Future Internet and IoT in an horizon 2020. The challenges to reach this wide scenario that cover multiple domains and require interoperability among different entities can be distinguished into two families, on the one hand, the requirements based
on governance and policies management which are out of the scope from the scientific point of view, and on the other hand, the requirements based on technical aspects to reach a common addressing space, inter-domain handover method, and finally satisfies the constraints from the IoT devices in terms of power consumption, computation, communication, memory footprint, and number of messages.

The proposed solution has taken into account the mentioned constrains of the IoT environments, for integrating Mobile IPv6 (MIPv6) [13], since Mobile IPv6 is not initially feasible for the constraints of the IoT devices [14], this solution has proposed a lightweight version of MIPv6. Lightweight MIPv6 has been properly integrated into constrained devices and has been evaluated its compatible with the Mobile IPv6 (MIPv6) protocol.

The compatibility with the existing Mobile IPv6 implementation has been considered the main major requirement, since IPv6 provides the basis for Future Internet and IoT, due to its homogeneous and large address space, the huge leverage in existing protocols and support by the current hardware, platforms and operating systems to support IPv6. For that reason, IPv6 compatibility has been considered for the design and development of the proposed protocol in order to build dynamic ecosystems with the same flexibility, scalability and potential of Internet.

Mobility management brings several vulnerabilities, since this requires the validation of a mobile node from an unknown network with an unknown IPv6 address (the new IPv6 address in the visited network). Therefore, the validation of the mobile node identity, the management of security associations between the mobile node and the base station, and finally the protection of the mobility control messages are also major requirements to build the mentioned dynamic ecosystems. For that reason, this work has also addressed the support for the security.

Mobile IPv6 relies on IP Security (IPSec) security protocol to protect the communication between the mobile node and the base station (called in the MIPv6 protocol Home Agent). IPSec was considered unsuitable for constrained devices in [17], for that reason, this works has also carried out a lightweight implementation and integration of IPSec in order to make it feasible for constrained devices and compatible with existing IPSec implementations.

Mobile IPv6 and IPSec have been analysed, implemented a lightweight version for constrained devices, and finally evaluated in terms of memory footprint, overhead, handover latency, and communications costs.

This work is structured as follows. Section 2 presents the integration of IPv6 technologies to build the IoT. This analyses he background in mobility protocols for Wireless Sensor Networks (WSNs) in Section 3. Section 4 analyses the requirements and design issues for the mobility management in the IoT. Section 5 analyses the MIPv6 protocol and its requirements. Sections 6 and 7 describe the lightweight approach of MIPv6 and IPSec proposed in this work to support dynamic ecosystems. Section 8 evaluates the solution with an experimental analysis, we have focused on an empiric approach instead of simulations/emulations, since they are most suitable for the analysis, of the impact, performance and memory footprint, over constrained devices and light. Section 9 analyses the other approaches to offer mobility support in IPv6 networks. Finally, Section 10 concludes this paper.

2. Internet of Things and IPv6

The number of devices that are connected to the Internet is growing exponentially. This has led to define a new conception of Internet, the commonly called Future Internet, which started with a new version of the Internet Protocol (IPv6) that extends the addressing space in order to support all the emerging Internet-enabled devices.
IPv6 has been designed to provide secure communications to users and mobility for all the devices attached to the user; thereby users can be always connected.

IPv6 features are what have made possible to think about to connect all the objects and build the IoT. The objective of IoT is the integration and unification of all communications systems that surround us. Hence, the systems can get a control and access total to the other systems for leading to provide ubiquitous communication and computing with the purpose of defining a new generation of services.

IoT is enabled by tiny and highly constrained devices, so-called smart objects. These devices have low-performance properties due to their constraints in terms of memory capacity, computation capability and energy autonomy. In addition, their communication capabilities present a low bandwidth, limited reachability because the usage of hard duty cycles and consequently unstable connectivity for solution with a very low duty cycle and high power constraint.

These devices with constrained connectivity and communication capacity are what we can find, since some years ago, in the Low-power Wireless Personal Area Networks (LoWPANs).

Recently, the IETF working group has defined IPv6 over that LoWPANs (6LoWPAN) to extend Internet to smart devices. 6LoWPAN offers to the LoWPANs all the advantages from IP such as scalability, flexibility, tested, extended, ubiquitous, open, and end-to-end connectivity.

It could be considered that 6LoWPAN devices are also empowered with IP protocols, i.e., protocol for mobility such as MIPv6, and management such as SNMP, security such as IPSec. However, it is not feasible for the 6LoWPAN devices to be associated with host based protocols because 6LoWPAN nodes are energy and resource constrained; host based protocols require most of the signalling on end nodes and because the design features of 6LoWPAN network were not considered in the design issues of the host based protocols. For example, a 6LoWPAN node may run out of energy causing a fault in the network, this has restriction in size packets and this presents aggressive techniques to conserve energy by using of sleep schedules with long sleep periods (e.g., the node just wake up to receive IPv6 signalling messages). These features introduce delays in the reception of messages because they are not attended until that the node wakes up. Therefore, these delays, power restrictions, packet size restrictions, etc., are not considered in the current host based IPv6 protocols.

For the mentioned differences between IPv6 design issues and IoT-devices capabilities is what has led during the last years to empower these constrained devices with the protocols and functions of Internet-enabled devices.

Table 1 presents the mapping to lightweight implementations and versions of the existing protocols, that continue being interoperable/translatable to the full implementations. For that purpose, it has been developed lightweight implementations of the IP stack such as uIP and header compression through the 6LoWPAN protocol [32] in order to reach Internet connectivity, Web Services through RESTful architecture with also lightweight and compressed protocols such as the Constrained Application Protocol (CoAP) [20], and recently the management of constrained networks and devices (COMAN) [31] as an alternative to the Simple Network Management Protocol (SNMP).

This work is focused on provide mobility management with security support for the IoT, in order to continue evolving the integration of the IoT in Internet. Mobility has been chosen for our research, since it is one of the most important issues in the Future Internet.

3. Mobility protocol trends

Mobility is one of the major issues of the Future Internet. Mobility is solved in different ways, they are split into two trends, one the one hand, a trend based on an evolutionary research following the
Table 1
Lightweight protocols implemented for the IoT.

<table>
<thead>
<tr>
<th>Protocol</th>
<th>Full version</th>
<th>Lightweight</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>IPv6</td>
<td>IPv6 (RFC 2460)</td>
<td>uIP (Contiki OS)</td>
<td>Internet protocol</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6LoWPAN (RFC 6282)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>GLoWBAL IPv6 [28]</td>
<td></td>
</tr>
<tr>
<td>Neighbor discovery</td>
<td>ND (RFC 2461)</td>
<td>ND for 6LoWPAN (RFC 6775)</td>
<td>Auto-configuration</td>
</tr>
<tr>
<td>RESTful</td>
<td>HTTP (RFC 2616)</td>
<td>CoAP [20,33]</td>
<td>Web services</td>
</tr>
<tr>
<td>SNMP</td>
<td>SNMP (RFC 5590)</td>
<td>COMAN [31]</td>
<td>Network management</td>
</tr>
<tr>
<td>DNS</td>
<td>DNS / mDNS [39]</td>
<td>CoAP Service Discovery [27]</td>
<td>Service</td>
</tr>
<tr>
<td></td>
<td></td>
<td>lmDNS [40]</td>
<td>Discovery</td>
</tr>
</tbody>
</table>

IPv6-based approach and current Internet architecture, and on the other hand, a clean-slate trend, where new architectures that require major changes in the existing protocols and networking philosophy are proposed.

The clean-slate trend is based on new concepts such as identifier and locator split architectures such as the presented in [18]. This kind of architectures presents the advantage that mobility is directly supported by the separation of the session identification with the locator of the device, which is the problem of the current Internet architecture. Previous works for the IoT has been focused on this approach, the main issue is that the overhead for 6LoWPAN devices increase since the need to transport one additional header for the identification layer. This type of solutions are very relevant from the research point of view, but they present the main inconvenient that they are not feasible in a sort term, since the current deployed hardware and infrastructure is not ready for this kind of approach.

For that reason, this work is focused on the evolutionary research approach. This follows the current Internet architecture for the management of the identification and location, i.e. IPv6 continues being used for Identification of the session in the transport and application layers, and Locator of the devices for routing in the network layer. These solutions allow to continue using the existing infrastructure and overcome the problem using a similar concept to the identifier/locator split but in an implicit way. Specifically, the main protocol following the evolutionary approach is Mobile IPv6 (MIPv6). MIPv6 uses two IPv6 addresses, on the one hand, the initial address of the device, commonly denominated Home Address is used as identifier, and the new address in the visited network, commonly called care-of address, is used as locator.

MIPv6 protocol provides the signalling messages and IPv6 headers extensions to manage the binding between these two addresses. In addition, this defines the security mechanisms and networking requirements in order to avoid the identity supplantation and man in the middle attacks. Specifically, this defines return routability mechanism to carry out route optimization in order to avoid triangle routing and IPSec tunnelling between the mobile node and the home agent. Thereby, security and authentication of the mobile node for the binding updates, when the node needs to register a new care of address, is ensured.

The main functions of MIPv6 are covered by the home agent, which is the entity in charge of manage the identifier, cache packets when the mobile node is in transit, and demonstrate the authenticity of the mobile node when the mobile node claim its identity from a visited network.

In previous works, we have evaluated the feasibility of Mobile IPv6 for constrained devices such as the considered for the IoT [14]. These works concluded that MIPv6 presents a high overhead for the data packets when the mobile node is roaming, since this needs to include the destination option to specify its home address in case of route optimization applied or build an IPv6 tunnel which requires an additional IPv6 header. Both cases require a high overhead.

The second problem with Mobile IPv6 is that IPSec is mandatory in order to protect the communications between the mobile node and the home agent. Such as mentioned, the trust relationship between
the mobile node and the home agent is a fundamental requirement of MIPv6, since all the security of the
binding update for the mapping between the care-of address and home address, and additional security
processes such as the return routability for the route optimization are based on this trust relationship.
Therefore, the lightweight implementation of MIPv6 for the IoT is not so simple as carry out a header
compression and reduction of the size for the signalling control messages as previously defined for other
protocols such as IPv6 with 6LoWPAN and HTTP with CoAP. Important changes are required to solve
the challenges from the emerging infrastructure deployed for the IoT. Specifically, this change of infra-
structure for the IoT is the mentioned introduction of highly constrained devices in Internet in the level
where usually were deployed nodes with high capabilities such as laptops, PCs and servers. Therefore,
the evolution from a current infrastructure of end hosts with high capabilities, and gateways/routers with
also high capabilities, to an infrastructure where the end nodes are a large number of constrained devices,
and border routers with high capabilities. In addition, these emerging Internet-enabled devices require
additional self-* properties in order to support the required scalability and autonomy to support dynamic
environments.

The next sections present the design issues for the lightweight version of MIPv6 and the proposed
solution to offer a secure and efficient mobility management for the IoT.

4. Design issues

The following items present the requirements for the design of a mobility management protocol that
satisfies the requirements from dynamic ecosystems and that is aware of the constraints from the devices
used to build the IoT ecosystems.

Each scenario presents different requirements and challenges. But all of them present the common
goal of reaching a seamless handover ensuring the security and a suitable efficiency.

These design issues have been defined considering the requirements from emerging scenarios such as
smart cities, HWSNs and health monitoring in critical environments from previous works [4,54].

- **Global identifier:** End devices need to be reachable globally by any other entity connected to Inter-
net. Thereby, end-to-end connectivity can be offered, which is a foundation of IPv6, Future Internet
and IoT [35,54].

- **IPv6-based protocol:** Mobility management for IoT needs to be built over Internet protocols, such
as Mobile IPv6 (MIPv6). Even when they are not implementing all the functions of the host-based
IPv6 protocol. Thereby, it is offered an evolutive approach for the IoT that can be integrated with
the existing Internet-based software and infrastructure.

- **Lightweight protocol:** Mobility management protocol needs to consider similar lightweight consid-
erations and implementation guidelines that have been already taking into account for 6LoWPAN
and CoAP. Thereby, mobility management can be integrated into constrained devices with low
memory capabilities [19]. Anyway, such as it has been mentioned the requirements from MIPv6
are higher that 6LoWPAN and CoAP, since MIPv6 is presenting additional security requirements
and an overhead for all the data packets during the roaming.

- **Communication cost:** Mobility headers and related signalling must be optimized to reduce the im-
pact in the power consumption and overhead ratio. Specifically, signalling messages should fit
within a single frame to avoid fragmentation [54]. In addition, broadcast and multicast usage should
be reduced since smart objects have a low duty cycle, and consequently the impact in power con-
sumption of these kind of communications arise additional challenges.
The overhead impact needs to be reduced mainly for the data communication which needs to include an additional IPv6 header (tunnelled packets through the home agent) or the destination option (when route optimization is applied and the communication can be directly established with the correspondent node).

Regarding the other binding-related messages, they are not presenting a major challenge, since they require less than a frame. The unique issue that could cause fragmentation for these messages is the usage of piggyback payload packets on the binding-related messages, but this technique is not usually applied in the mobility signalling.

- **Packet encapsulation**: Packet encapsulation used by Mobile IPv6 (when tunnelling packets between a mobile node and its home agent) reduces the frame size left for data and thus may generate fragmentation. For that reason, new challenges arise for enabling mobility management in this kind of devices in order to reduce the overhead from Mobile IPv6 for data packets.

- **Security**: Node authentication and authorization must be supported to offer security capability, ensure protection of the resources, integrity and confidentiality of the information. Many security challenges exist in dynamic IoT ecosystems, mainly due to the resource constraints of mobile users, the authentication delay constraint, and the demanding security requirements of applications when the nodes are in roaming, i.e. visiting foreign networks.

- **Movement detection**: Mobile IPv6 relies on neighbour discovery for movement detection and care-of address creation. This movement detection, based on neighbour discovery, is very slow since it depends on the router advertisement frequency. Therefore, it is not effective in wireless networks when different channels is used for different LoWPANS. Solutions for movement detection can be optimized for specific use cases, for example in HWSNs where continuous monitoring generates continuous and periodical traffic. These traffic can be used for the RSSI evolution analysis and consequently avoid the usage of extra signalling messages, some example of this kind of movement detection techniques has been presented in [4].

5. **Mobility management for the internet of things**

The proposed mobility management protocol needs to offer a high efficiency in terms of low computation complexity and communication cost, but at the same time, this needs to be compatible with the existing IPv6 infrastructure and offer a suitable security level. Figure 1 presents the main metrics for the mobility management protocol for the IoT and its relation with the solutions proposed and evaluated in this work.

The integration and interoperability with the existing infrastructure is one of main requirements for mobility management in dynamic ecosystems, since mobile nodes require the capability to use other networks during the roaming, i.e., during the time that they are out of the home network. For that reason, it is important to offer a solution compatible with the available access points and routers.

The security is a high requirement for mobility, since this offers the capability to redirect traffic to a new address (the care-of address), and claim the identity of a node. Therefore, these both features open a high number of vulnerabilities for man in the middle attacks, identity supplantation, and data integrity. In order to avoid these vulnerabilities, it is required the authentication of the mobile node. In Mobile IPv6, it is carried out with the trust relationship between the mobile node and its home agent.

Efficiency is always a desirable feature, but in the IoT is a mandatory feature, since this marks the difference between solutions suitable for the constrained capabilities of the devices of the IoT solutions, and solutions not suitable.
An optimal solution satisfying the three described metrics cannot be defined for IoT environments with the existing solutions and protocols, since the unsuitability of the full Mobile IPv6 protocol and the lack of standardization for new proposals. For that reason, this work analyses the three approaches and discusses each one in function of the scenario requirements.

The following subsections present the approaches evaluated in this work. First, it is analysed Mobile IPv6 since this offers a high integration. The main problem of Mobile IPv6 is that presents requirements which make it unsuitable for constrained devices. For that reason, it is presented a lightweight version of Mobile IPv6, which presents a higher efficiency for IoT environments and maintains the interoperability with the original Mobile IPv6 protocol. Finally, lightweight Mobility support with security support (i.e., IPSec) is analysed, following the requirements and design considerations of Mobile IPv6.

5.1. Mobile IPv6

Mobile IPv6 offers an extension header for the IPv6 protocol to support the binding management. Figure 2 presents the integration of the mobility header as an option of the IPv6 header.

5.1.1. Mobile IPv6 requirements

The main problems of Mobile IPv6 over 6LoWPAN are, on the one hand, the overhead due to the mobility options, home agent address specification in all the data packets, and the tunnelling costs for the communications through the home agent, and on the other hand, the viability of the required security for the communication between the mobile node (MN) and its Home Agent (HA).
Mobile IPv6 requires a set of mandatory capabilities or the MN, which are not feasible for the constrained devices used in the IoT. Specifically the requirements of Mobile IPv6 for MNs are as follows:

1. The MN must be able to process Mobility Headers.
2. The MN must maintain a Binding Update List.
3. The MN must be able to send Binding Updates, and receive Binding Acknowledgement and Binding Refresh Request.
4. The MN must support receiving Mobile Prefix Advertisements (Router Advertisements) and reconfiguring its home address based on the prefix information contained therein.
5. The MN must support movement detection and care-of address formation.
6. The MN must support the Destination Option header to include the Home Address in the Binding Updates.
7. The MN must perform IPv6 encapsulation and decapsulation for the communications based on triangle routing through the HA.
8. The MN must support IPSec, since the communication between the MN and the HA needs to be protected.
9. The MN must support the return routability procedure.
10. The MN must be able to process type 2 routing header in order to receive packets directly from the Correspondent Node (CN) and include the Home Address option to send the packets directly to the CN, both options when the Route Optimization procedure is carried out.

All the presented requirements are mandatory following the RFC 6275 [23], therefore they need to be supported in order to be interoperable and full compliant with the existing Mobile IPv6 implementations.

5.1.2. Mobile IPv6 analysis

The initial seven requirements are based on the basic functionality of Mobile IPv6 in order to perform the binding management, set-up of the care-of address, and exchange of data with the correspondent node when the MN is in roaming. Specifically, Destination option is required to indicate the home address during the binding management when the source address is the care-of address instead of the home address, and the encapsulation/decapsulation is required to continue using the home address as source address during the roaming.

The last three requirements, even when they are mandatory, a Mobile IPv6 scenario can be established without them. These requirements are related with security aspects, first IPSec for the communication between the MN and the HA, and second the return routability procedure used to exchange binding key, ensure the reachability of the CN from the MN and authenticate the MN for the route optimization, in order to avoid the triangle routing through the HA.

The communications in Mobile IPv6 with the correspondent nodes can be carried out in two different ways, on the one hand, with suboptimal traffic flow in the case that the CN does not support MIPv6, and on the other hand, directly with the CN in the case that the route optimization process can be performed.

The route optimization and consequently return routability process are only carried out when the CN supports Mobile IPv6. For that reason, it can be established a mobility scenario without these two functions and ignore when the MN supports Mobile IPv6, since it should be required to carry out triangle routing.

Therefore, IPSec requirement presents the main concerns about the feasibility of Mobile IPv6 over 6LoWPAN, since IPSec was not initially considered suitable for constrained devices, due to its high overhead and processing requirements [17].
This work analyses the feasibility to integrate IPSec and its limitations. In details, this work proposes, on the one hand, a lightweight version of Mobile IPv6 without security support, where are satisfied the initial seven requirements, and consequently it is compatible and functional with the existing Mobile IPv6 solutions, on the other hand, IPSec is analysed and integrated in the lightweight version of Mobile IPv6, thereby it is offered a solution with security support satisfying the requirement number eight.

The next two subsections present both the proposed lightweight Mobile IPv6 and the IPsec support in the lightweight Mobile IPv6.

6. Lightweight Mobile IPv6

Lightweight Mobile IPv6 is a lightweight version of Mobile IPv6, since this does not support route optimization, return routability, and IPSec. In addition, it has been optimized its implementation to be integrated into constrained devices with a low capacity in terms of memory and communication capabilities.

Figure 3 presents the sequence of phases in Lightweight Mobile IPv6, the main difference with respect to full Mobile IPv6 is that Return Routability Procedure and Correspondent Binding Procedure are not carried out, consequently it is not supported Route Optimization.

The phases are described are described in more details in the following subsections.

6.1. Movement detection

Movement detection in Mobile IPv6 is based on Neighbour Discovery. Neighbour Discovery has been redefined for 6LoWPAN in the RFC6775 [25]. The revision of Neighbour Discovery for 6LoWPAN presents serious inconvenient for the Mobile IPv6, since the router advertisements are only sent upon reception of router solicitation, therefore the movement detection cannot be based on the router advertisement frequency or appearance of router advertisements with a different prefix.
The revised Neighbour Discovery is also removing the duplicated address detection procedure but the mobile node continues requiring to register its new care-of address on the router. This registration only consists in exchanging neighbour solicitation and neighbour advertisement messages between the mobile node and the router.

For that reason for 6LoWPAN, it has been proposed several solutions for movement detection based on cross-layer movement detection through values from the link layer, such as RSSI, and additional signalling packets such as keep alive [8].

Signalling for the movement detection should be based on passive overhearing of messages from other protocols instead of active keep alive for the movement detection, since it needs to be reduced as much as possible the number of messages dependent from the mobility protocol in order to ensure the low power features from the IoT. Passive overhearing analysis to trigger the movement detection dependent on each solution.

Particularly, for the evaluation in this work is considered, first, active scan to associate to the new network, and after standard neighbour discovery, such as defined in the standard. As an alternative, an approach based on direction determination and RSSI evolution have been presented in our previous works for critical environments and hospital wireless sensor networks [5,6].

### 6.2. Care-of address configuration and binding management

Care-of address configuration is based on state-less auto-configuration. State-less auto-configuration is one of the advantages from neighbour discovery through the router advertisement, where is announce the prefix of the new network.

Care-of address registration uses the mobility headers defined by the MIPv6 protocol. Specifically, care-of address registration is carried out through the Binding Update message and its respective Binding Acknowledgement, such as presented in the Fig. 4.
6.2.1. Binding Update (BU)

BU message is used when the MN is at the home network in order to indicate to the Home Agent that needs to take care of its home address. This process is denominated as Home Agent Registration process. Second, BU is used by the MN to notify to the Home Agent of a new care-of address assigned in the visited network for itself. Thereby, the Home Agent is able to map and forward the messages from the active communications.

The main difference between the registration and update is in the flags enabled over the mobility header. For that purpose, we will analyse in more details the Mobile IPv6 header for the BU.

BU is composed of two IPv6 header extensions such as presented in the Fig. 6.2.1. First, it is used the Destination Options for IPv6 header to indicate its Home Address. Thereby, the Home Agent can link the new care-of address with its home address. Then it is sent the mobility header, in this case is the mobility header 5 which is the BU. The fields as described as follows:

– **Sequence Number:** The sequence number is used to avoid duplicate packets and match the binding update with the binding acknowledgement.
– **A:** The bit A is set to request to an acknowledge from the Home Agent.
– **H:** The bit H is set to indicates to the received node that it should act as its Home Agent, i.e., it is presenting the home agent registration process. For that reason, when this packet is sent the MN needs to be in the same network (included subnet prefix) that the Home Agent.
– **L:** The bit L is set to indicate that the home address is the same to its link local address, it is mainly for the Home Agent registration process.
– **K:** The bit K is set to indicate that the dynamic key management for IPSec is supported. Otherwise, if IPSec is established static or non-security is defined for the communications with the Home Agent then it needs to be cleared.
– **Lifetime:** The lifetime of the binding update indicates when can be considered expired the update from the MN.
– **Options:** Some mobility options such as alternative care-of address can be added.

For the Lightweight Mobile IPv6 the Binding Update is equivalent but with the usage of the 6LoWPAN and the extension header format proposed by the RFC6282.

Figure 5(b) is presenting the BU for the 6LoWPAN version available in the Contiki implementation of 6LoWPAN, which is neither supporting the next header compression for the destination option nor for the mobility header. For that reason, this carries out the original next header value of the destination option in-line (i.e., next header with value 60), and this also requires to carry out the hop limit field, since this values is equal to 128 and the header compression to elide this value is only considering 1, 64 and 255 values.

Figure 6 presents the proposed version of the BU with the compression mechanism for the IPv6 Next Header (NHC), this work has considered as a novelty the first implementation of the 6LoWPAN NHC for the destination option and the Mobile IPv6 headers.

The NHC for the IPv6 Destination Options Header has the value reserved in the RFC6282 [32], 1110011N, where N indicates if it one additional header with the NHC format is present, in this case since this is also added the IPv6 Mobility Header the value of N is 1, and this presents the NHC=0xE7.

The fields included for the compressed version of the IPv6 Destination Options Header are:

– **Header Length:** This field indicates the length of this header, at the same way that in the original IPv6 Destination Options Header. This is required since several options can be included, and consequently the length is variable.
Fig. 5. (a) Binding Update Message in Mobile IPv6. (b) Binding Update Message in Mobile IPv6 with 6LoWPAN header with the original Contiki OS implementation.

- **Option Type**: This field indicates the option type, at the same way that the original IPv6 Destination Options Header. For example, the value 201 means the Home Address Options, which is required to indicate to the Home Agent to which MN belongs this BU.
- **Option Length**: This field indicates the length of the option, since each option has a different value.
The NHC for the IPv6 Mobility Header has the value reserved in the RFC6282 [32], \textit{1110100N}, in this case since this N is 0, and this presents the NHC = 0xE8.

The fields included for the compressed version of the IPv6 Mobility Header are:

- Header Length: This field indicates the length of this header at the same way that in the original IPv6 Mobility Header. This is required since several mobility header types are defined.
- Mobility Header Type (MH): This field indicates the MH type. This has been reduces from 8 to 4 bits, since the MH Types considered are under 16, and this allows to re-use the reserved 4 bits after the flags.
- Flags (A, H, L, and K): The flags keep the same semantic that the original one.
- Sequence Number: This field has the same semantic that in the original mobility header.
- Lifetime: This field has the same semantic that in the original mobility header.
- Mobility options: This offers at the same way that original Mobile IPv6 header the option to add mobility options such as the alternative care-of address option.

The compressed version of the BU presented in the Fig. 6 is converted to the version presented in the Fig. 5(a), when this goes through the 6LoWPAN Border Router. Thereby, making it totally interoperable with Mobile IPv6.

6.2.2. Binding Acknowledgement (BA)

BA presented in the Fig. 7(a). BA is very similar to the BU but with the difference of the inclusion of the Routing Header type 2 to hold the Home Address of the MN and the field \textit{Status} to indicate if the BU has been accepted or not.

At the same way that for the Binding Update, the Fig. 6.2.2 presents the version of the Binding Acknowledgement with the usage of the 6LoWPAN, which is offered by the current Contiki OS implementation of 6LoWPAN. Since, it should be used the extension header format proposed by the RFC6282, Fig. 8 presents the version proposed with the implementation of the IPv6 Routing Header Type 2 using the NHC.

The NHC for the IPv6 Routing Header has the value reserved in the RFC6282 [32], \textit{1110001N}, where N is equal to 1, since the IPv6 Mobility Header is added. The value is NHC = 0xE4.
The fields included for the compressed version of the IPv6 Routing Header are:

- **Header Length**: This field indicates the length of this header, at the same way that in the original IPv6 Routing Header.
- **Routing Type**: This field indicates the type of the routing header, in this case it is used the routing header type 2, which is the reserved for the mobility purpose. The other options of mobility are being deprecated because security issues. Therefore, this field could be elided in the future.
- **Segment left**: The field indicates the number of hosts that this message still has to visit before reaching its final destination. This value is equal to 1 in the case of mobility purpose, since this is only used to identify the MN Home Address, at the same way that the destination option identified to the MN Home Address in the BU message. Therefore, since it will be always equal to 1, this field can be elided in the future.
The NHC for the IPv6 Mobility Header for the BA changes with respect to the BU. Specifically, this has changed the A, H and L flags to the status field. This change has been applied for the Lightweight version presented in the Fig. 8.

6.3. Data communication

The traffic generated for the data communication is tunnelled via the HA such as presented in the Fig. 9. This shows the triangle routing through the HA is required when the CN is not supporting Mobile IPv6, and in particular for Lightweight Mobile IPv6 since it has not been considered the support of Route Optimization.
Fig. 10. (a) Packet from the MN to the CN via the HA (**1) based on 6LoWPAN header compression. (b) Packet from the MN to the CN via the HA (**1) based on IPv6.

The encapsulation is from the MN to the HA and vice versa. For that reason, it is defined two versions of the same packet. First, it is presented the ‘∗∗’ version of the packet for the encapsulated and the ‘∗’ version for the desencapsulated.
The Fig. 10(a) presents the format of a CoAP packet when is sent from the MN to the CN via the HA. This includes the outer 6LoWPAN header with the source address of the current address of the MN (care-of address) and destination address set to the HA address. The inner 6LoWPAN headers with the source address the home address of the MN and destination address of the CN address. Finally, this includes the useful data with the CoAP packet or the transport/application protocol used.

This uses the NHC defined for IPv6 packets in the RFC6282, where such as presented, the NHC value for the tunneled IPv6 packet uses the reserved value 1110111N. N is 1 since this requires the UDP next header. Therefore, the value is NHC = 0xEF.

This packet based on 6LoWPAN is translated to the IPv6 version presented in the Fig. 10(b) after that this is decompressed by the 6LoWPAN Border Router.

This compression of both the outer and inner headers from IPv6 to 6LoWPAN has been one of the optimizations carried out by the Lightweight Mobile IPv6, since the original implementation such as the found in the Contiki OS just compresses the outer header and carries out the inner header with the full IPv6 header.

CoAP has been optimized for the integration of the REST architecture in constrained networks, such as it is present just requires 4 bytes to specify version (Ver), Type to indicate if this message is of Confirmable (CON), Non-Confirmable (NON), Acknowledgement (ACK) or Reset (RST), Token Length in case that some option is added, Code similar to HTTP in terms of GET, PUT, POST and DELETE, and finally the message ID for the detection of message duplication, and to match messages of type ACK/RST to messages of type CON/NON. More details about CoAP can be found in [20].

Then, the presented packet in the Fig. 10(b) is desencapsulated by the HA and then it is only sent the packet as if the MN was in its home address. This packet is presented in the Fig. 11(a), where this is removed the outer IPv6 header.

At the same way, the traffic generated by the CN is sent to the MN via the HA. The Fig. 11(b) presents the packet transmitted from the CN to the MN, which is not encapsulated. This packet arrives to the HA encapsulated such as presented in the Fig. 12(a), and finally the 6LoWPAN Border Router adapts the outer and inner header to 6LoWPAN instead of IPv6, see Fig. 12(b).

Therefore, the MN always needs to encapsulate and desencapsulate all the packets, what means an extra overhead due to the encapsulated IPv6 header. The presented tunneling is assuming IPv6 headers and it is not taking into account security. Figure 13 presents the different options to implement the tunnel between the MN and the HA. Mainly, two modes are defined, on the one hand, encapsulation without security such as the presented, and on the other hand, encapsulation with IPSec ESP.

The Lightweight Mobile IPv6 implementation can consider IPv6 header compression instead of full IPv6 such as 6LoWPAN. For that reason, it is presented in all the presented figures the version based on the 6LoWPAN header.

The next section presents the case that there is an IPSec tunnel between the MN and HA.

7. IPSec support in lightweight Mobile IPv6

7.1. IPSec analysis

IPSec is mandatory with IPv6, making it available in the majority of operating systems and networking hardware.

IPSec is not one protocol but rather three: Authentication Header (AH) and Encapsulating Security Payload (ESP) are used for traffic security and Internet Key Exchange (IKE) is used for the establishment
of keying material and other traffic security parameters. AH and ESP are usually supported by the kernel as part of the IP stack, while IKE is implemented as a user daemon.

IPSec offers end-to-end security in the network layer. It was expected to be a suitable security protocol for datagram traffic generated by client-server applications, but at the end it has not been exploited as much as expected since its difficult to suit for Web-based client-server application models, since this needs to be managed in the kernel. For that reason, protocols such as DTLS has gained attention for its application in the datagram traffics. In particular for the IoT, DTLS 1.2 has been considered the security protocol for CoAP [20].

IPSec is mainly used to build tunnels between hosts such as the used for MIPv6. The traffic exchanged between the MN and its HA is IPsec protected (tunnel mode). In all cases, its signalling traffic is protected using transport mode (ESP).

IPSec has to be used for traffic through the Home Agent tunnel, this solves most of the security challenges introduced by mobility such as MIPv6 introduces no new security threats.

The main problem of IPSec is its overhead and extra memory requirements for its integration in the communication stack.
The integration of IPSec over constrained devices can be carried out, on the one hand, through the usage of specific cryptosuites such as AES-CCM that are directly supported by hardware in the majority of the transceivers used in IoT solutions such as IEEE 802.15.4 and 6LoWPAN. Thereby, the impact
coming from the cryptographic primitives is elided. On the other hand, it can be used more common and supported cryptosuites such as AES-CBC, which offers encryption and can be used in conjunction with other authentication mechanisms, in case that authentication can be also provided. Both of them continue presenting the inconvenient of the overhead for the communications.

The next subsection presents the new formats including the IPSec ESP header and trailer.

### 7.2. IPSec integration in Mobile IPv6

Mobile IPv6 considers IPSec as the security protocol to protect the binding management, the communications between the MN and the HA, and the communications with the CN send via the HA.

Binding management requires the use of IPSec ESP in transport mode to provide data origin authentication, connectionless integrity, and optional anti-replay protection.

Regarding the data communication with the CN via the HA, it is used IPSec ESP in tunnel mode to protect the inner IPv6 address. Thereby, intruders between the MN and the HA cannot figure out which is the real destination address of the packet.

One inconvenient of IPSec for Mobile IPv6 is that Route Optimization is not compatible with IPSec Tunnel payload (i.e., ESP), since it is not established the Security Association (SA) with all the CNs. The SA is established mainly between the MN and its HA. For that reason, when Route Optimization is applied the security is carried out through Return Routability procedure. In the case of lightweight Mobile IPv6, it is not used Route Optimization with the CN and consequently the IPsec protection is not lost for traffic leaving/entering the foreign network.

### 7.3. Cryptosuites support for IPSec in lightweight Mobile IPv6

The cryptosuites considered for the IPSec integration with Mobile IPv6 can be based on different approaches. IPSec defines as mandatory AES-CBC for encryption and HMAC-SHA1-96 for authentication [34], although it has been defined the AES-CCM support in the RFC6275 [23].

AES-CCM can be considered highly relevant for the IoT, since the majority of the transceivers support this functions by hardware. For example, IEEE 802.15.4 standard includes support for AES-CTR for encryption, AES-CBC-MAC for message authentication and AES-CCM which combines encryption
and message authentication. This offers blocks of 32, 64 or 128 bits, it can be also found some implementations supporting 96 bits. The mandatory mode by the standard is AES-CCM. For that reason, this work is focused on AES-CCM.

CCM is an authenticate-and-encrypt block cipher mode for the Advanced Encryption Standard (AES) block cipher available in the majority of the hardware used to build the IoT devices such as IEEE 802.15.4 and IEEE 802.11 transceivers.

AES CCM is used as an IPSec ESP mechanism, such as required to build the IPSec tunnel between the MN and the HA. AES CCM provides data integrity and data origin authentication for the payload and for additional information included in the Additional Authentication Data (AAD) section of the ESP payload. Thereby, the ESP payload is the composition of the initialization vector (IV), encrypted payload and the authentication data.

AES CCM requires a different IV for each encryption in order to avoid vulnerabilities. IV needs to be generated by the encryptor and be transferred to the decryptor. Since, IV collision can lead to obtain plain-text information from both packets. For that reason, it is suggested the dynamic change of keys through the Internet Key Exchange (IKE) offered by IPSec or other solutions such as the temporal key integrity protocol (TKIP) used in IEEE 802.11.

7.4. IPSec format

Figure 14 presents the total headers integrated in an Lightweight Mobile IPv6 packets. This is assumed that the outer IPv6 header is 6LoWPAN, but this could be also considered IPv6.

Such as presented in the Fig. 14 the overhead of ESP in mode tunnel depends of the crypto algorithm used. The overhead introduced by AES-CCM mode is at least 18 bytes. 16 bytes from ESP Header (SPI, Sequence number and IV), 2 bytes from ESP trailer (Pad length and next header) when the block alignment is perfect and consequently padding is not required. The use of AES-CBC introduces at least 26 bytes. 24 bytes from ESP Header (SPI, Sequence number and IV) and 2 bytes from ESP Trailer (Pad length and next header) following the mentioned conditions before.

The difference resides on the IV vector, since AES-CBC [21] introduces the full IV vector length (16 bytes) and AES-CCM [22] the half length of the IV (8 bytes). AES-CCM requires less bytes for the IV due to the use of the counter mode to generate the key stream. Therefore, AES-CCM uses 1 byte for CCM flags, 4 bytes for the block counter, and the remaining bytes are composed of 3 bytes of salt assigned at the beginning of the security association and the 8 bytes transmitted in the packet.

AES-CCM provides confidentiality, optionally could be introduced the ESP Authentication Header in order to provide integrity. AES-CCM algorithm is prepared to provide integrity but no AES-CBC that need the use of an additional algorithm such as HMAC-SHA1.

However, the mentioned fields could be compressed such as described in [24] in case that ESP Authentication Data is not included. The main motivation is that ESP Authentication Data considers the ESP header for its calculation, therefore in case of use a compressed version of the ESP header this ICV field will be corrupt in the 6LoWPAN network. Otherwise, it could be considered a compressed version of the ESP header, which is uncompressed in the border router, at the same way that 6LoWPAN header is decompressed.

The ESP fields meaning is as follows:

− Security Parameter Index (SPI): This identifies the Security Association (SA) used in IPSec. This requires 4 bytes. SPI field can be elided in case that the SA for a host (IP address) is well-known by the border router, e.g., it has been learned by the border router by a previous usage. Other option
is to reduce it to 4 bits in order to support 16 different SPIs assuming that the IoT devices will not keep multiple SAs since its constrained capabilities. Thereby, the border router does not keep an status, else just extend from 4 bits to 32 bits adding zeros.

- **Sequence Number**: The sequence number is used to prevent replay attacks. This can be learned by the border router or reduced to a lower number of bits. The main problem of the reduction of bits is the coherence with the home agent, which can set sequence numbers of until 32 bits. For that reason, the options for this field are include the 32 bits, include only the last 4 bits and assume that the border router is tracking and storing the initial 28 bits of the sequence number. But, since this can bring additional issues in terms of aliasing and status synchronization in the Border Router, this optimization is not applied.

- **Initialization Vector (IV)**: These 8 bytes need to be include, since the initialization vector is used for the decoding of the packet, and this is changed for each transmission in order to avoid the vulnerabilities of block ciphering when the IV is re-used.

- **Padding Length**: This field indicates the number of bytes added in the ESP trailer to align the payload block to the multiple of the AES-CCM, in our case align it to blocks of 16 bytes (128 bits).

- **Next header**: This field indicates the next IPv6 header option.

The overhead with IPSec ESP in mode tunnel is excessive since this does not allow to compress the inner IPv6 header. The reason because the inner header cannot be compressed is because the HA does not need to be aware of the 6LoWPAN header compression. Therefore, even when the ESP header is compressed, it continue requiring to carry 40 bytes of the inner IPv6 header. The Section 8 presents the evaluation of the overhead of IPSec for its different configurations. But, it can be seen in advance that for the presented configuration with outer header based on 6LoWPAN, the final available payload is 20 bytes out of the original 127 Bytes, which makes it with an efficiency under the 16%.

Therefore, since the main overhead of Mobile IPv6 is coming by the tunnel, i.e. the inner IPv6 header, it can be considered two options. First, the non-usage of security and consequently the header compression such as 6LoWPAN or GLoWBAL IPv6 [28] for both the outer and inner headers.

### 7.5. Binding management with IPSec

The format of the IPSec-protected Binding Update (BU) message is presented in the Fig. 15(a). This message is sent by the MN to its HA from a foreign network to register its new CoA. The BU message is
Fig. 15. (a) Binding Update Message in Mobile IPv6 protected with ESP. (b) Binding Acknowledgement Message in Mobile IPv6 protected with ESP.
sent using the current CoA of MN (address in source address field of the IPv6 header). The HoA is found in the Home Address Option in the Destination Option Header extensions following the IPv6 header. The BU message (Mobility Header type 5) is IPsec-protected. It contains an AltCoA option which provides the current CoA of the MN.

When the HA receives the BU, the HA replies with an IPsec protected Binding Acknowledgement (BA) message. The format of the message is presented in the Fig. 15(b). The Routing Header Type 2 contains the final destination of the packet, i.e. the HoA. The destination address of the packet (outer IPv6 header) is the MN’s CoA.

Tables 2 and 3 make a comparative about the size, security overhead, and need of fragmentation for the BU and BA messages in the different versions described. These results present that the overhead
Fig. 16. (a) Packet from the MN to the CN via the HA (**1) IPv6 ESP

(b) MN to the CN via the HA (**1) 6LoWPAN ESP

(a) MN to the CN via the HA (**1) IPv6 ESP

(b) MN to the CN via the HA (**1) 6LoWPAN ESP

Fig. 16. (a) Packet from the MN to the CN via the HA (**1) based on IPv6 using ESP tunnel. (b) Packet from the MN to the CN via the HA (**1) based on 6LoWPAN header compression using ESP tunnel.
(a) CN to the MN via the HA (**2) IPv6 ESP

(b) CN to the MN via the HA (**2) 6LoWPAN ESP

Fig. 17. (a) Packet from the CN to the MN via the HA (**2) based on IPv6 using ESP tunnel. (b) Packet from the CN to the MN via the HA (**2) based on 6LoWPAN header compression using ESP tunnel.
Table 4

<table>
<thead>
<tr>
<th>Packet</th>
<th>Headers (Bytes)</th>
<th>Total Payload size (Bytes)</th>
<th>IPsec overhead</th>
<th>Fragmentation required?</th>
</tr>
</thead>
<tbody>
<tr>
<td>*1 and *2 Figure 11(a) and Figure 11(b)</td>
<td>LL (25) + IPv6 (40) + UDP (8) + CoAP (4)</td>
<td>77</td>
<td>50</td>
<td>N/A</td>
</tr>
<tr>
<td>**1 and **2 Contiki 10(a)</td>
<td>LL (25) + 6LoWPAN (35) + 6LoWPAN (35) + UDP (8) + CoAP (4)</td>
<td>107</td>
<td>20</td>
<td>N/A</td>
</tr>
<tr>
<td>**1 and **2 IPv6 ESP 16(a)</td>
<td>LL (25) + IPv6 (40) + IPv6 (40) + UDP (8) + CoAP (4) + ESP Trailer (16)</td>
<td>157</td>
<td>25.5%</td>
<td>YES</td>
</tr>
<tr>
<td>**1 and **2 Contiki ESP 16(b)</td>
<td>LL (25) + 6LoWPAN (35) + ESP Header (24) + IPv6 (40) + UDP (8) + CoAP (4) + ESP Trailer (16)</td>
<td>152</td>
<td>26.3%</td>
<td>YES</td>
</tr>
<tr>
<td>**1 and **2 Contiki ESP UMU 16(b)</td>
<td>LL (25) + 6LoWPAN (35) + ESP Header (18) + IPv6 (40) + UDP (8) + CoAP (4) + ESP Trailer (16)</td>
<td>146</td>
<td>23.3%</td>
<td>YES</td>
</tr>
</tbody>
</table>

caused by the use of IPSec for the BU and BA represents between 23.3% and 28.6% of overhead for these messages. In addition, the use of IPSec requires fragmentation, since the sizes are bigger than the maximum frame size for 802.15.4 (i.e., 127 bytes).

7.6. Data communication with IPSec

IPSec security using ESP tunnel mode was used in order to avoid vulnerabilities related with the mobility protocol. The use of security includes 2 new headers in the packet, the ESP Header and the ESP Trailer; both headers have been discussed before. Following the data communication example previously presented in the Fig. 9, Figs 16(a) and 17(a) present the version "***" of the packet using ESP tunnel mode when the packet is sent from the MN to the CN via HA and vice-versa. Figures 16(b) and 17(b) presents the version "****" of the packet using ESP tunnel mode when they are sent from the MN to the CN via HA and vice-versa using 6LoWPAN Header Compression. These figures present a ESP tunnel mode encrypted using AES-CBC algorithm. Desencapsulated version (**") is presented in the Figs 11(a) and 11(b).

These example packets contain UDP-CoAP communications. Table 4 shows the different options for the data communication (based on UCP-CoAP packets). The different configurations in terms of security and tunneling are presented and analyzed.

8. Evaluation

8.1. Evaluation testbed

The evaluation testbed is presented in the Fig. 18. The testbed is composed of a HA, a MN, a CN and two 6LoWPAN Border Routers announcing two different networks.
The HA implementation is based on Mobile IPv6 in order to be compatible with the IPv6-enabled backbone. Specifically, it is based on the UMIP implementation of Mobile IPv6 [55]. UMIP is an open-source Mobile IPv6 stack for the GNU/Linux Operating System.

The HA has integrated a 6LoWPAN Ethernet bridge presented in the Fig. 18. This networking device builds a virtual network interface (tun/tap) for the 6LoWPAN network.

The 6LoWPAN Border Router for the foreign network (visited network) has been developed with a Cisco Router enabled with OpenWRT. OpenWRT has been extended to support the previously mentioned 6LoWPAN Ethernet bridge in order to enable with 6LoWPAN connectivity.

The Mobile Node is a sensor board powered with batteries in order to make it mobile.

Finally, the Correspondent Node is a Server with Linux OS.

8.2. Memory footprint

Current Lightweight Mobile IPv6 implementation has been developed under Contiki OS 2.4 version. Specifically, this has been developed extending the Jennic port branch for JN51XX chipsets. The movement detection is based on a simple energy scan on all frequencies along 2 seconds, this could be improved with some technique on next versions. Signalling packets and tunnel mode works in both modes, with and without ESP security. The footprint of this implementation is 7.4 KBytes with AES-CCM (hardware supported) and 15.5 KBytes with AES-CBC (software implemented).

8.3. Overhead

The encapsulated packet for the data communication during the roaming has a size of 92 bytes plus the payload of the CoAP Packet such as presented in the Fig. 10(b). This packet is encapsulated into a
IEEE 802.15.4 frame, which introduces 25 bytes of the IEEE 802.15.4 header. Therefore, the total size is 117 bytes out of the 127 bytes of the MAC frame size. This means that when the CoAP payload is over 10 bytes fragmentation is required.

For the version based on the 6LoWPAN headers, the reduction is 10 bytes, i.e., the size is 82 bytes plus the payload of the CoAP Packet such as presented in the Fig. 10(a). The reduction is very low since the global addressing requires to carry in-line the source and destination addresses for both IPv6 headers, in addition, since the ports considered for the UDP header are not in the rage of the compressed ones, this requires also to carry them in-line. Consequently, the reduction is very limited. For that reason, the future work is going to be focused on analyse the feasibility of new techniques such as GLoWBAL IPv6 for the header compression of IPv6 and UDP, instead of 6LoWPAN.

Table 5 compares the overhead introduced by IPSec security in both encryption modes (AES-CCM and AES-CBC).

It has been concluded, that the use of secure communications imposes the fragmentation at link layer in 802.15.4 for all the secure communications.

8.4. Movement detection

Movement detection has been described in the Section 6.1. The ideal movement detection is based on passive overhearing but this solution is not realistic since in real environments it will be used different channels between the home network and the visited ones. For example, smart cities use an extended range of channels in order to avoid interference with other 6LoWPAN networks and existing WiFi networks working in the 2.4 Ghz frequency.

This work analyses the scan time that is required for movement detection, since this is schedule a periodic scan with energy sensing to discover new networks and measure the current link quality [29].

The total scan time depends on the number of channels to be scanned and the time spend for listening to a specific channel. The scan time per channel is an important value, which needs to be synchronized with the beacon frequency in order to detect the networks.
Figure 19 presents the time spend with the different scan times for scanning all the channels. For example, Contiki OS brings the scan time set to 4 by default, which means around 4 seconds. Since, for the mobility purpose scan is not only used the first time when joining to the network, else it is used periodically, this value should be reduced, in our case for the lightweight Mobile IPv6, it has been used a scan time of 3, which is a time of around 2 seconds, such as presented in the Fig. 20 for the 50 evaluation tests carried out.

The scan during the connection time cause some concerns in terms of reachability and power consumption. Specifically, the node is unreachable during the 2 seconds that the node is scanning, and the power consumption of active listening during 2 seconds for each scan.

8.5. Handover latency

The handover latency depends on multiple phases. First, movement detection is carried out through the active scan, since the other techniques are not feasible when multiple channels are used in an ecosystem. Second, the MN requires to associate to the new network in the link layer, i.e., link to the IEEE 802.15.4 network. Third, the MN requires to set-up the new CoA after that this receives the Router Advertisement (RA) from the visited network, and finally, the MN requires to send the BU to the Home Agent and waits for the BA.

Figure 21 presents the association time to the link layer and the time for the network layer configuration for the first connection of the MN to its Home Network. These values are presented as a reference.
Fig. 21. Time to establish the first association in the home network and time to receive the first router advertisement in the home network.

Note, as the home association spends over 4 seconds due to that the scan time is set with the value equal to 4. The network configuration time is very random, this goes from 78 milliseconds because has received the RA just 78 milliseconds after joining, to 3,658 seconds because the RA was sent 300 milliseconds before joining to the network.

Regarding the scan time during the mobility, the scan time is presented in the Fig. 20 with a time around 2,083 seconds. When a movement change is detected, and this is considered to change the network, this spends an average of 511ms to associate at link layer with the new Border Router. The results are presented in the Fig. 22(a).

Once the link layer connection has been established. The MN waits to receive the RA in order to obtain the network layer configuration. This time is around 100ms since after the link layer association, a Router Solicitation is sent in order to improve the time to receive the network layer configuration. The time to receive the Router Advertisement is from 36 milliseconds with some random high picks of 3,151 seconds that set the average time to receive the Router Advertisement in 473 milliseconds. Figure 22(b) presents the time for receiving the RA after joining to the visited network.

Finally, the MN needs to send the BU and wait for the BA. Figure 8.5 presents the time spent for the Round Trip Time spend to send the BU and receive the BA, it is around 1 seconds with a minimum of 1,028 seconds and a maximum of 1,338 seconds.
Therefore, the handover time without considering the scan phase, since the scan phase has been part of the movement detection is presented in the Fig. 23. This presents a minimum time of 1,592 seconds, and a maximum of 4,700 seconds with an average of 2,037 seconds.

This result is very close to the handover times from other works such as the found in the softhand [15, 16], which presents a value of 2.1047 seconds.

This result shows that some state of the art results such as the 13,7 seconds mentioned in the work found in [10] for its comparative of Mobile IPv6 with respect to their MOBINET proposal can be reduced following the design issues and the optimization carried out with Lightweight Mobile IPv6.
Finally, Figure 24 presents the value also considering the scan time.

A final remark about the evaluation is that the handover latency depends on very issues related with the implementation, platform or operating system, since all these issues are ignored in simulators [11]. For that reason, this work has carried out all the evaluation with a implementation over real nodes using the Contiki OS.

The handover latency to start the process in Mobile IPv6 is influenced by the RA frequency, since the MN needs to wait for the expiration of the default router lifetime before sending new router solicitations, or wait for the router advertisement from the 6LoWPAN Border Router, which used to be very low in order to optimize lifetime from the sensors, since this packet needs to be treated by all the nodes, even after that they have already being connected.
Fig. 25. Time impact when using ESP security during UDP transmissions of several payload lengths.

In our implementation, the measure is taking into account the association time which is the union of the RA reception and the auto-configuration from the MN. Therefore, this also introduces an extra time. The main factor is the movement detection, the best case could be that all the networks were working in the same channel in order to be able to see other RAs from networks located at the neighbourhood. Thereby, it can be evaluated other networks without requiring an active scan.

8.6. Transmissions

The use of a triangle routing presents an impact on downstream and upstream time transmissions, since there is an intermediate routing the packets to the foreign network. But, in addition, the use of security have also an impact not only in the packet size, also in the time. This increased time is related with the time spent by the HA and the MN to include/remove ESP headers and encrypt/decrypt the packet. Home Agent and Mobile Node must include/remove 24 bytes from ESP Header (SPI, sequence and nonce using AES-CBC) and 16 bytes from ESP Trailer (Padding, Padding length and Next Header).

In order to demonstrate the impact of the security during transmissions, a set of tests has been carried out. These tests take measures from Round Trip time of UDP packets with several lengths, up to 1100 bytes of payload since when headers (outer IPv6, ESP Header, inner IPv6 and ESP Trailer) are added, the length of the packets is near to the IPv6 MTU.

Figure 25 shows RTT times measured from the test, these reflect the increased time when ESP security is used to avoid attackers along the mobility. The increased time along the several payload length goes from 19.9 ms as minimum up to 36.6 ms with an average of 25.8 ms.

9. Related works

Wireless Sensor Networks (WSN) was one of the basis areas for the IoT. Nowadays, several of IoT resources are based on wireless devices designed over protocols such as IEEE 802.15.4, which is the main protocol to develop WSN.

Mobility for WSN was addressed in the previous works. However, the majority of these proposals were defined from a point of view where IP integration was not considered. The IP integration is the main difference between the previous WSN solutions and the current IoT.

These related works are focused on the IP-based solutions. For this purpose, this section analyses, on the one hand, the different solutions for mobility supporting IPv6 from a general point of view, i.e. not considering the features and constraints of the IoT resources. On the other hand, the first approaches for
mobility support with consideration of the specific features, requirements and constrains of IoT resources are analysed.

MIPV6 protocol is the most studied and well-known protocol to provide mobility in IPv6 networks. It was considered not suitable for 6LoWPAN nodes, since this presents an enormous overload for MN, because MN is involved during all the handover processes, with very weighty messages, and high processing requirements [47]. For that reason, this work has carried out a lightweight version of Mobile IPv6 in order to make it suitable for IoT resources such as 6LoWPAN nodes.

Hierarchical Mobile IPv6 (HMIPv6) [48] is an optimization of the MIPv6 regarding the subject of micro-mobility in a well-known architecture that is composed of a Home Agent (HA), gateways and several access routers to increase coverage. When MN changes access point, it only needs to update its local short 16 bit address with the gateway. Its IPv6 Care of Address (CoA) remains the same. Short addresses are managed by the topology control algorithm.

Mobile IP Fast Authentication Protocol (MIFA) [49] introduces a very simple concept on how to support macro-mobility with authentication. It defines a group known as L3-FHR (Layer 3 Frequent Handover Region) composed of the neighbours of a network, where a mobile device is able to move. This protocol also increases the functionality of the mobility entities in the visited networks, making them responsible for the authentication of the mobile nodes.

Fast Handover for Mobile IPv6 (FMIPv6) [50] is characterized by the MN being able, through the use of link layer specific mechanisms, to find available access points to request subnet information. Thereby, MN is capable of configuring its CoA while it is still located in its current network. This considerably reduces the handover latency.

The solution proposed in this work has been focused on the main protocol, i.e., Mobile IPv6, for 6LoWPAN networks.

Initial approaches have been defined to support mobility in 6LoWPAN. For mobility based on node, we defined a solution based on 6LoWPAN Neighbour Discovery [52,53], which supports micro-mobility, since it supports Extended 6LoWPANs, i.e., a group of 6LoWPAN networks interconnected through a backbone.

Regarding Mobile IPv6, a lightweight version of the Mobile IPv6 messages was suggested in [54]. This approach was similar to the idea of header compression used for IPv6 messages over IEEE 802.15.4 [32].

Finally, other approaches can be found based on Network Mobility (NEMO) [6,36–38] to reduce overload in MN, and Proxy Mobile IPv6 (PMIPv6) [6,51], where MN does not require mobile functionality in its IPv6 stack, because exchange of messages between MN and HA are delegated to a new network device, which acts as Proxy between them. These protocols are specifically appropriate for 6LoWPAN, because this avoids the involvement of MN in mobility-related signalling, but they are not applied in our approach since we are focused on en device mobility.

10. Conclusions and future work

Smart Objects are highly capable of integrating and transferring enriched data from environmental sensors, parking, activities, behaviours, home automation, intelligent transportation systems, clinical devices from mobile health, and Ambient Assisted Living (AAL) environments [6].

Wireless Sensor Networks (WSNs) are usually appointed as the missing extension to connect the virtual to the real world. Constituted by low power and low cost small nodes, WSNs have been projected for
thousands of applications in several areas, such as military, healthcare, education, environment, transport, and industrial automation. Although the number of uses is increasing daily, the existent WSNs do not cover the half of them. Such situations happen because the technology evolution is not following the theoretical WSNs potential. The network technology should not limit the application; instead, it should adequately respond to its requirements. Therefore, independent of people’s activity within a specific scenario, WSNs must be able and ready to support it and to provide the required reliability. In real-time monitoring scenarios such as the above, high latencies and packet losses might signify failure to detect a critical anomaly, potentially leading to disaster and/or casualties. In this context, there is a strong motivation to develop solutions for mobility support [42], since WSNs are seen as linking the virtual to the real world, and consequently it is natural that the probability of monitoring mobile bodies is truly a high one.

Mobility is one of the most important issues in next generation networks. Mobility based communication increases the fault tolerance capacity of the network, increases the connectivity between nodes and clusters, and deployment of multiple controlled mobile elements can be used to provide load balancing and gathering data.

Mobility is a requirement for continuous monitoring of vital signs in HWSN, and also for offering a suitable reachability and ubiquitous services in Smart Cities.

The HWSN and Smart City scenarios have two characteristics in common. The first one is that the application requires the highest reliability level, meaning that network failures, packet losses or delays should not occur under any situation. It is important because reaching continuous monitoring in real time makes possible the detection of health anomalies [43,44] in the case of HWSN, and a proper service and usability for Smart Cities. The second common characteristic is that the application requires user mobility, which, in turn, means the mobility of sensor nodes. For instance, patients and citizens should be able to move freely while they are connected.

Wireless Sensor Networks used for our research are IP-based in order to provide features from Internet to WSN such as global connectivity, flexibility, open standards and end-to-end communication with other systems. Particularly, it is based on IPv6 Low-Power Personal Area Networks (6LoWPANs), which are low cost communication networks that allow wireless connectivity in applications with limited power and relaxed throughput requirements. 6LoWPAN networks are constrained by their link layer technology i.e. IEEE 802.15.4, which is characterized as lossy, low-power, low bit-rate, short range and with many nodes saving energy which means long deep sleep periods. Moreover, IEEE 802.15.4 links are asymmetric and non-transitive in nature, and finally they do not define a common domain broadcast; a 6LoWPAN network is potentially composed of a large amount of overlapping radio ranges, eventually federated by either a backbone or a backhaul link.

For the mentioned constrains for 6LoWPAN, the use of classic IPv6 protocols such as Neighbor Discovery (ND) [45], IP Security (IPSec) [46], and Mobile IPv6 (MIPv6) [47] encounter several problems. For example, ND was not designed for non-transitive wireless links, the assumption of traditional IPv6 link concept i.e. a single domain broadcast and heavy use of multicast makes it infeasible [52].

Mobile IPv6 was originally not considered feasible because the overhead and requirements of security based on IPSec, but this work has presented a Lightweight Mobile IPv6 version of the problem that is an optimized version with both minimal yet sufficient for IoT nodes constraints and use cases requirements.

At the same way, IPSec was not considered feasible, since IPSec requires cryptographic primitives, which are very expensive in relation to the number of CPU cycles and memory. But, it has been presented how to make it feasible with the AES-CBC and AES-CCM cryptosuites, since they are supported by HW or presenting a low memory footprint.
In this context, this paper has presented a lightweight implementation of Mobile IPv6 with header compression, reduced footprint requirements, and the support for IPSec. Lightweight Mobile IPv6 has been implemented over the Contiki OS and evaluated successfully offering mobility with a handover under 2 seconds and an integral compatibility with the existing Mobile IPv6 implementations such as MIPv6. For the evaluation of the compatibility with the standard MIPv6, it has been validated with the tests defined by TAHI [41].

In conclusion, protocols such as MIPv6 and IPSec have presented a big challenge for its integration in constrained devices, but this work has presented that it is feasible with a memory footprint around 7.4KB for MIPv6 and 15.5KB for IPSec. The support and compatibility with the existing Internet-based protocols is a major requirement in order to reach a proper IoT convergence. The link layer MUST fragment packets in 802.15.4 when IPSec security is used. At same time, IPSec introduces a brief latency due to the added time to encrypt and to send the over header packet.

Future work is focused on evaluate the capabilities of GLoWBAL IPv6 to reduce the overhead presented by the encapsulation of the data communication and apart, the study and implementation about Next Header Compression for the several headers such as Routing Header, Destination Options Header, and ESP Header.
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