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Recently there has been a new emerging trend in integrating Named Data Networking (NDN) and wireless sensor networks (WSNs) together to implement real data-centric Internet of Things (IoT). However, the main solutions in current literature lack energy efficient design to meet the severely limited energy resources in WSNs. In this paper, we propose a dual mode Interest forwarding scheme (called DMIF in short) for NDN-based WSNs. The DMIF consists of two combined forwarding modes, in which several energy efficient mechanisms including flexible modeshift, flooding scope control, broadcast storm avoidance, packet suppression, and energy weight factors are designed to save and balance the energy consumption. We extend the ndnSIM to support wireless multihop communication to validate the proposed scheme. Simulation experiments show that the DMIF outperforms the baseline schemes in terms of total energy consumption, energy equilibrium rate, and network lifetime.

1. Introduction

Starting as a futuristic concept, the idea of wireless sensor networks (WSNs) has come a long way in past decades. Meantime, routing design is always one of the most important research topics in WSNs community [1, 2]. In earlier stage of WSNs research, data-centric routing protocols play important roles, in which the sink sends Interests to the network and waits for data from the sensors without awareness of the identity of the sensors in advance. The basic idea of the data-centric routing is decoupling the sensed content from the sensor identity. However, such data-centric schemes are based on stand-alone solutions for routing [3], rather than a comprehensive solution for the whole Internet and Internet of Things (IoT). In addition, there are no detailed and standard naming schemes for various and complex applications in the literature [1]. All these factors limit the deployment of the data-centric approaches in practice for WSNs.

Fortunately, as an emerging future Internet architecture, Named Data Networking (NDN) [4] has been proposed and developed based on information centric networking in recent years. The NDN adopts a receiver-based service model and changes the communication paradigm from traditional host-centric communication to named data-centric communication. In the NDN, forwarding of Interest and Data packets is performed based on a distributed way, rather than centralized name resolution and content discovery, which naturally meets the requirements of WSNs and IoT well. The emergence of the NDN provides a good opportunity to rethink how to design real data-centric WSNs. Recently, some research works have been investigated on how to apply the NDN to WSNs [3, 5–9] and how the WSNs fit much more naturally into the emerging NDN architecture compared to conventional TCP/IP based technologies.

Nevertheless, there are still some open issues left for research [10], including naming, routing and forwarding, security, caching, transport control, and deployment mode, since original NDN is designed aiming at a whole Internet architecture, rather than WSNs.

In this paper, we focus on Interest forwarding and routing issues for NDN-based WSNs. Regarding routing and forwarding, there have been few works in this area. In the literature [3], a routing scheme inspired by the directed diffusion (DD) [11] and coupled with several anticollision timers is proposed to meet the requirements of periodical monitoring applications. In [5], the authors design a one-hop forwarding
2. Related Work

2.1. NDN: An Overview. As one promising ICN architecture, NDN [4] replaces the IP addresses with content chunks at the narrow waist of current Internet’s hourglass model. A receiver-driven and content centric communication paradigm is defined in the NDN-based on the exchange of two types of packets: Interest and Data, which carries hierarchically structured names. Each NDN router maintains three data structures: (i) a FIB indexed by the content name prefixes and used to guide the Interest packets to the content sources; (ii) a Pending Interest Table (PIT) storing all Interests that are not yet satisfied and guiding the Data packets along the reverse path; (iii) a content store (CS) which temporarily caches the incoming Data packets to satisfy future Interests.

To retrieve a content, a consumer sends an Interest packet carrying the name of the desired content into the network. When a NDN router receives an Interest from a downstream neighbor, it makes a lookup in local CS by matching the content name at first. If the match hits, the router will send the Data back towards the consumer. If the match in the CS fails and a match in the PIT is found, the Interest will be discarded. Otherwise, a new PIT entry will be created and the Interest will be further forwarded to the upstream neighbor(s) based on the FIB information. When a NDN router receives Data, it forwards the Data along the reverse path taken by the Interest based on the PIT. Meanwhile, the router caches the content carried in the Data packet and the related PIT entries are removed. Thus, the Data packet returns to the requesting consumer finally.

In general, the NDN uses different interfaces at a node to discriminate the upstream neighbors and downstream neighbors. In the NDN, a node can forward the incoming Interest to the upstream neighbors by sending out the packet over all the network interfaces except the one from which the Interest arrives. In wireless multihop communication environment considered in this paper, there is only single wireless network interface at a node, which poses a challenge in the design of the Interest forwarding strategy for wireless NDN.

2.2. NDN-Based Wireless Sensor Networks. The receiver-based service model in the NDN fits naturally into data-centric WSNs. Recently, some research works [3, 5–9] have shown that WSNs can benefit from basic idea of the NDN design.

In [7], a wireless recharging system for WSNs is proposed based on the NDN to validate that the hierarchical naming structure fits in naturally with energy aggregation requirements and its inherent mobility supporting ability is very attractive for mobile recharging system. In order to meet the memory and computational constraints of WSNs, a light-weight content centric networking protocol [8] with simplified message format and flexible naming strategy is proposed for WSNs. In [9], the authors analyze the benefits (e.g., security, data aggregation, and mobility) by applying the NDN into IoT applications and provide a high-level NDN architecture that specially meets the IoT challenges. However, there are no Interest forwarding strategies for WSNs discussed in the above literature [7–9].
In [5], a comprehensive framework for reliable retrieval from multiple wireless sources is proposed based on Data suppression, collision avoidance, and Exclude field carried in the Interest packets. However, the proposed framework is only suitable for one-hop wireless scenarios. Interest forwarding based on multihop mesh networks is discussed in [3, 6]. A blind flooding based on a deferred timer is designed to discover potential content providers in [3]. In addition, inspired by the DD protocol [11], each NDN node maintains a direction state during the Data packet forwarding in the blind flooding phase to facilitate future Interest forwarding. Similarly, a vanilla Interest forwarding (VIF) and a reactive optimistic name-based routing (RONR) are proposed in [6] to support basic blind and stateful forwarding, respectively.

In our paper, the proposed DMIF combines two Interest forwarding modes together and supports flexible mode shift when needed, which is different from the related two Interest forwarding schemes in [3, 6] working in a parallel way. In addition, energy consumption and controlled scope are integrated into the blind forwarding phase to improve the energy efficiency of the system in this paper. In [21], the authors extended the deferred timer calculation in [3] to let the nodes with higher energy level forward Interest packets with higher priority. However, there is no weight factor between residual energy and transmission distance considered in the timer calculation. Moreover, the energy efficient stateful forwarding is not supported in [21].

2.3. Interest Forwarding in NDN-Based Wireless Ad Hoc Networks. Compared with WSNs, more research works have been investigated in NDN-based wireless ad hoc networks, mostly focusing on vehicular communications. According to the survey in [10], the reactive forwarding in named data wireless ad hoc networks can be classified into two categories: blind forwarding and aware forwarding.

In the blind forwarding, some timer-based packet suppression schemes [12, 13] are proposed to control the blind broadcast of the Interest forwarding and avoid the broadcast storm. In [13], the authors develop a collision prevention solution based on a uniform random timer to support NDN-based V2V traffic information dissemination. In addition, a proactive data pushing scheme through active overhearing is proposed in [13] to speed up the Data propagation, which is different from the receiver-based service model in original NDN design. Similarly, a set of timers and packet suppression solutions are proposed in [12, 17, 18] to avoid packet collision in NDN-based vehicular environment. The deferred timer for Interest is longer than the one for Data, which gives higher access priority to Data over Interest packets. The above blind forwarding schemes are based on uniform random timers, whereas the deferred timer in this paper is based on transmission distance and residual energy at intermediate nodes and makes the flooding-based forwarding not too blind.

On the other hand, the basic idea of the aware forwarding is selecting the next-forwarders [14–16] or content providers [12, 17, 18] in the Interest forwarding based on the awareness of related network information, such as transmission distance, message redundancy, geographical location, and data retrieval rate. In [14], a direction-selective forwarding scheme is proposed to choose the farthest node in each quadrant as the forwarder by information exchanging among Interest senders and receivers with two extended types of messages. The dedicated information exchanging for choice of the relay nodes may increase the system complexity. In the proposed DMIF, the deferred timer based on transmission distance gives the farther nodes with higher priority in the Interest forwarding without extra information exchanging. In the neighborhood-aware Interest forwarding (NAIF) scheme [15], the relay nodes are chosen in a probabilistic way based on two important historical factors, data retrieval rate and forwarding rate. The former is the ratio of the number of Data packets successfully retrieved to the number of Interest packets sent, and the latter reflects the fraction of the incoming Interest packets that a given node will forward. In [16], a gossip algorithm named BlooGo is developed to disseminate messages throughout the wireless NDN network with a minimum number of transmissions. The basic idea is that a relay node forwards the message only if its neighborhood is not strictly included into the one of the sender. The comparison of the neighboring relationship is performed based on a bloom filter. In a word, the above aware forwarding schemes need extra algorithms to obtain the related information for choice of the relay nodes, whereas the aware forwarding in the DMIF is based on the information left by the passing Data packets without extra overhead.

In the literature [12, 17, 18], the authors design a provider-aware forwarding (PAF) scheme to guide the Interest forwarding after the blind flooding. Each node maintains a distance table recording the distance information between local node and potential content providers. After receiving multiple Data packets replied from potential content providers, the consumers choose the nearest one among them and carry the provider ID and distance information in future Interest packets. The relay nodes forward the Interests to the direction of the selected provider based on the distance table. The basic idea in [12, 17, 18] is similar to the proposed DMIF. In our paper, we are concerned about energy efficient forwarding for Interest packets. Specifically, the hop and residual energy metrics are carried in Data packets along the reverse paths to maintain the FIB and assist in future Interest forwarding in order to balance energy consumption and prolong network lifetime. In addition, the provider-aware forwarding and blind forwarding are two parallel modes in [12, 17, 18], which means the content consumer needs to restart the blind forwarding after the provider-aware forwarding fails in the relay nodes. In the DMIF, the two modes work in a combined way and mode shift is allowed at any relay nodes when needed.

3. Scenario Description and Naming Scheme

In this paper, we are concerned about a NDN-based WSN application in which multiple sinks are acting as content consumers that send periodic Interests to query the related information (e.g., temperature, humidity) sensed by the static sensors acting as content providers in specific areas. The sinks are powerful devices, but the sensor nodes are resource limited devices, including energy, computing, and memory,
requiring that the process of the content query and retrieval should be energy efficient.

Data naming is one of the most important technologies in the NDN architecture, which may affect the design of the Interest forwarding and routing. In the concerned application, there are three-dimensional attributes to describe a content name: time dimension, space dimension, and type dimension. Therefore, based on the readable and hierarchical rules of NDN naming, we propose the following three-dimensional naming for the raw data in this application, in which “WSNs” is a dedicated prefix to identify the proposed naming scheme.

[WSNs]/type/.../space/.../time/...

(i) Type: type of the information sensed by the deployed sensor nodes, for example, “/type/temperature”, “/type/humidity.”

(ii) Space: the location attribute of the sensed content. It can be expressed as natural granularity, like a building ID or a room number. Another way is using a granularity configured manually for more general purpose. For example, we can divide the monitored area into several subareas based on the requirements of the application. And we use the subarea ID to describe the attribute of space, like “/space/areaA.” We assume that each node knows where it locates and the content name of the raw data generated locally.

(iii) Time: the granularity in the time dimension is 1 minute in this paper. In other words, the raw data is generated every minute. Therefore, the format of the time dimension is expressed as “/time/date/minute_index.”

(a) Date: we use the format “/year/month/day/,” for example, “/2015/12/04.”

(b) Minute_index: 1, 2, ..., n, ..., 1440; here, n denotes the time period \([n – 1, n]\) minute within one day. For example, “/2015/12/04/1000” denotes the time period from 16:39 to 16:40 on December 4, 2015.

The above naming format consists of three components \{space, time, type\} that describe the content from three parallel dimensions. For each component, a hierarchical name is used to support flexible granularity and can be aggregated freely. The naming scheme here provides a recommended format. The order and the granularity of the three dimensions can be adjusted based on system requirements in practice.

4. Dual Mode Interest Forwarding (DMIF)

In this paper, we propose a dual mode Interest forwarding strategy based on the following considerations.

(1) Reactive routing is more efficient than proactive routing in resource limited WSNs based on NDN [22]. Therefore, flooding mode is the simplest way to discover the potential content providers.

(2) The flow of Data packets along the reverse paths leaves a trail of “breadcrumbs” [23], which can help find the content sources more quickly at less cost. Based on this, another Interest forwarding mode, directive mode, may be adopted to guide the Interest forwarding more efficiently.

The above two modes are not two parallel modes, which can be integrated together into the NDN forwarding plane and shifted to each other according to the FIB lookup results.

In the proposed DMIF, a content consumer checks the FIB at first before sending out an Interest packet. If the FIB lookup hits successfully, the Interest will be sent in the directive mode (DM). Otherwise, the Interest will be sent in the flooding mode (FM). In the DM mode, an extended field (named as ForwarderID) about the unique ID of the next-hop forwarder is carried in the Interest packet to designate a neighbor node as the forwarder of the Interest. A node receiving the Interest packet will check local content store as specified in original NDN design. If the content store lookup fails, the node will perform Interest forwarding based on the proposed DMIF illustrated in Figure 1. If the incoming Interest is in the FM mode, the node should continue the Interest forwarding if there are no duplicated Interests received before. If the incoming Interest is in the DM mode.
and the node is the same as the one designated by the ForwarderID field, the node will perform the forwarding. Regarding the forwarding, a node needs to check local FIB and choose suitable forwarding mode shown in Figure 1 based on the results of the FIB lookup.

Note that it is not guaranteed that single mode like the FM or the DM can be performed for Interest forwarding in an end-to-end path. During the forwarding in the DM mode, the FIB lookup at an intermediate node may fail due to some uncertain reasons, like node failure or entry timeout. If so, the DM mode can shift to the FM mode directly. In the literature [12, 17, 18], if there is a lookup miss in an intermediate node, the content consumer needs to choose another content provider or choose to flood Interest after the Interest times out. In the DMIF, the two Interest forwarding modes can be combined together and mode shifts are allowed at any intermediate nodes when needed based on the FIB lookup results shown in Figure 2.

### 4.1. Flooding Mode (FM)

In case of FIB lookup miss, the flooding mode (FM) is used to disseminate the Interest packets. In the FM mode, the content consumer or the intermediate forwarders broadcast the Interest packets through the wireless link to discover potential content provider(s). The key point of the FM mode is how to implement controlled flooding to reduce energy consumption and improve discover efficiency. Here, three schemes are adopted to support controlled flooding: scope control, broadcast storm avoidance, and packet suppression.

#### 4.1.1. Scope Control

Interest flooding without controlled scope will continue until it goes throughout the network arriving at the network edge, even if the content providers have already been discovered. Uncontrolled flooding will cause severe waste of bandwidth and energy resources.

To address this issue, a new field about TTL (Time To Live) is added into the Interest packet to control the dissemination scope of an Interest. Firstly, the Interest is flooded with the TTL values set to TTL\_START. The TTL value is reduced by 1 at each forwarding node in the FM mode. If the Interest times out, the content consumer will increase the TTL value by TTL\_INCREMENT to restart the content discovery process. The choice of TTL\_START and TTL\_INCREMENT is dependent on the network scale and performance requirements on energy consumption or discover delay.

#### 4.1.2. Broadcast Storm Avoidance

In related literature, a deferred timer is often adopted in the Interest flooding to avoid or alleviate the effects of broadcast storm. The deferred timer is generally based on a random counter, which lacks enough control on the path selection. In wireless sensor networks, unbalanced energy consumption may lead to energy depletion too early and shorten the network lifetime. Here, we design an energy efficient Interest flooding scheme with a deferred timer based on transmission distance and residual energy.

Upon receiving an Interest packet with a content name $c_k$ from node $n_j$, a node $n_i$ needs to wait for a deferred timer $T_i^{c_k}$ before broadcasting the Interest packet. The deferred timer $T_i^{c_k}$ is a parameter per Interest rather than per node. Each Interest packet has a different deferred timer. We use $e_r$ and $e_{\text{max}}$ to denote the residual energy and initial maximum energy at node $n_i$. Given the relative transmission distance between $n_i$ and $n_j$, $d_{ij}$, and the maximum transmission range $d_{\text{max}}$, the deferred timer for the Interest forwarding $T_i^{c_k}$ can be calculated as follows:

$$
T_i^{c_k} = T_{\text{basic}} \cdot \left(1 + \alpha \cdot \frac{e_{\text{max}} - e_r}{e_{\text{max}}} + (1 - \alpha) \cdot \frac{d_{\text{max}} - d_{ij}}{d_{\text{max}}} \right), \quad (1)
$$

where $T_{\text{basic}}$ is a basic constant time slot for the calculation and $\alpha$ is a weight factor to trade off the effects of residual energy and communication distance in the timer calculation. We have $0 \leq \alpha \leq 1$. When the weight factor $\alpha = 0$, further neighbor has a higher probability to be chosen to forward Interest packets. With the increase of the $\alpha$ value, residual energy plays more important role in the deferred timer calculation, which helps balance the energy consumption.

In (1), the calculation of the deferred timer $T_i^{c_k}$ is dependent on the relative distance and the residual energy. Here, it is assumed that the relative distance can be obtained by some traditional methods. One light-weight solution is based on the RSSI (Received Signal Strength Indication) parameter to estimate the relative distance. Another more accurate but costly solution is using GPS information to calculate the relative distance. However, the detailed distance calculation is out of scope of this paper.

Regarding the Data packet, the deferred timer $T_d^{c_k}$ for the Data forwarding with a content name $c_k$ can be calculated as follows:

$$
T_d^{c_k} = \text{rand} \left[0, T_{\text{basic}} \right]. \quad (2)
$$

Similarly, the deferred timer $T_d^{c_k}$ is also a parameter per packet rather than per node. Each Data packet has a different deferred timer. The key idea in (2) is that Data packets have higher priority in the forwarding than the Interest packets. Based on this, we give the Data packets shorter deferred timers than the Interest packets. Thus, some Interest packets in the deferred queue may be matched by incoming Data packet with a shorter deferred timer, which may avoid redundant packet forwarding and reduce energy consumption.

#### 4.1.3. Packet Suppression

The deferred timer for the Interest and Data forwarding is a new conception in the NDN
Table 1: Actions when an incoming packet matches a deferred packet.

<table>
<thead>
<tr>
<th>Timer type</th>
<th>Incoming packet type</th>
<th>Actions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interest</td>
<td>Data</td>
<td>Cancel $T_i^{\text{ch}}$ and Interest forwarding and then forward the Data based on local PIT table</td>
</tr>
<tr>
<td></td>
<td>Interest</td>
<td>Cancel $T_i^{\text{ch}}$ and Interest forwarding after the number of the same incoming Interests reaches a threshold</td>
</tr>
<tr>
<td>Data</td>
<td>Data</td>
<td>Cancel $T_d^{\text{ch}}$ and Data forwarding after the number of the same incoming Data packets reaches a threshold</td>
</tr>
<tr>
<td></td>
<td>Interest</td>
<td>Keep the $T_d^{\text{ch}}$ and discard the incoming Interest even though its cache lookup hits successfully</td>
</tr>
</tbody>
</table>

As presented in Table 1, during the waiting time of the Interest deferred timer $T_i^{\text{ch}}$, if a NDN router overhears the requested Data packet, the timer and the Interest in the waiting queue will be canceled. In the left picture of Figure 3, a content consumer $n_1$ is requesting a content located at node $n_4$. Node $n_2$ and node $n_3$ are two neighbor nodes of node $n_1$ and node $n_4$. It is assumed that node $n_1$ has a shorter deferred timer than node $n_2$ for the Interest flooding. And the Data deferred timer is always shorter than the Interest deferred timer. Therefore, the Interest packet may be still deferred in the waiting queue at node $n_2$ when the Data packet returns to node $n_2$ from node $n_4$ in the left picture of Figure 3. In this way, node $n_2$ will cancel the Interest transmission in the waiting queue and forward the incoming Data based on local PIT incoming records according to the packet suppression scheme proposed in Table 1. Thus, the Data from the content provider $n_4$ will return to the content consumer $n_1$ along two reverse paths in Figure 3. In addition, during the $T_d^{\text{ch}}$ waiting time, if a NDN router overhears the same Interest for specific number of times, $\theta$, the Interest in the waiting queue will be canceled. The threshold of $\theta$ is set to 1 in dense networks according to the literature [3, 12]. In the right picture of Figure 3, we have the similar application assumption with the left picture. The difference is that the distance between node $n_2$ and node $n_3$ is closer so that node $n_2$ can receive the Interest packet forwarded by node $n_3$. In this way, node $n_2$ will receive the same Interest query twice from node $n_1$ and node $n_3$. Therefore, node $n_2$ will cancel the Interest transmission in the waiting queue after receiving duplicate Interests from node $n_3$ according to Table 1.

Regarding the Data deferred timer $T_d^{\text{ch}}$, if a NDN router overhears the same Data for specific number of times, $\theta$, the deferred Data in the waiting queue will be canceled. Similarly, the threshold of $\theta$ can be set to 1 in dense networks. The application assumption in the left picture of Figure 4 is the same as the one in the right picture of Figure 3. After node $n_4$ returns the Data packet, node $n_2$ and node $n_3$ will receive the Data packet at the same time. It is assumed that node $n_4$ has a shorter deferred timer than node $n_2$ for the Data flooding. Thus, node $n_2$ will receive duplicate Data packets from node $n_3$. Then node $n_2$ will cancel the deferred Data packet in the waiting queue. In addition, during the $T_d^{\text{ch}}$ waiting time, the incoming Interest may match the deferred Data packet. In this case, the broadcasting Data packet after the timer expires will meet the request of the incoming Interest. Therefore, the NDN router will discard the newly incoming Interest and will not forward it further. In the right picture of Figure 4, a content consumer $n_1$ requested a content located at node $n_4$ at first. During the deferred timer of the Data packet at node $n_2$, another content consumer $n_3$ starts to request the same content matching with the deferred Data at node $n_2$. In this case, the incoming Interest from the content consumer $n_3$ will be dropped. And the Data packet broadcasted by node $n_2$ will reach node $n_3$ automatically later.

4.2. FIB Maintenance. The flooding mode of Interest packets is costly in energy consumption, even with the help of the
controlled flooding proposed in Section 4.1. Actually, the purpose of the Interest flooding is discovering potential content providers to assist in future Interest forwarding at a lower cost. The key point here is how to dynamically maintain the FIB to guide the Interest forwarding in the DM mode. Inspired by the "breadcrumbs routing" in the literature [23], we propose to maintain the FIB with the passing Data packets in a passive way. The FIB status left by the Data packets along the reverse paths is helpful to speed up the subsequent content discovery in the DM mode at less cost. To support energy efficient Interest forwarding in the DM mode, each entry in the FIB has a format of the following five-tuple \( \langle \text{Prefix}, \text{ForwarderID}, \text{Hop}, \text{Energy}, \text{Timer} \rangle \), indexed by the content name prefix and the ForwarderID.

(i) Prefix: name prefix of the content.

(ii) ForwarderID: ID of the node from which the Data comes.

(iii) Hop: hop factor of the path from local node to the content source.

(iv) Energy: residual energy factor of the path from local node to the content source.

(v) Timer: lifetime of this forwarder entry.

In an ad hoc mesh topology, it is possible that broadcasted Interests arrive at the content providers along multiple paths. Original NDN design adopts "one Interest-one Data" mode in which only one Data packet arriving firstly will be accepted finally even if there are more returned Data packets. In order to provide the capability of the selection among more paths in the DM mode, we let the FIB maintain multiple entries for each name prefix in local FIB, which is not contradictory with "one Interest-one Data" mode. In the multipath scheme, the Data packets arriving later will be used to update the status of the corresponding FIB entries, even though they cannot be forwarded further due to the missing of the PIT entries.

Therefore, the FIB may maintain multiple entries with different ForwarderIDs for each name prefix. Each entry in the FIB has a timer denoting the lifetime that is reset while receiving corresponding Data packet or Interest packet. A FIB entry will be deleted once the timer expires, which is helpful in deleting the obsolete forwarding information and improving the scalability. In the DM mode, the TTL value will not be reduced in the Interest forwarding in order to improve the efficiency of the content retrieval.

In this paper, each content source replies Data packets carrying initial hop and residual energy information as follows:

\[
\begin{align*}
    h_{\text{source}} &= 1; \\
    e_{\text{source}} &= \frac{e_{\max}}{e_r}.
\end{align*}
\]

Figure 5 illustrates the extended NDN data forwarding process with FIB maintenance. When a content router \( i \) receives a Data packet from an upstream node \( j \), it will firstly check whether there has been an entry with the same name prefix and ForwarderID stored in local FIB. If not, the content router \( i \) will add a new entry with metrics (denoted as \( h(i, j) \) and \( e(i, j) \)) carried in the incoming Data packet. If yes, the content router will update the metrics of the related entry. Then, the content router will perform normal NDN process. If the PIT lookup hits, the Data packet will be forwarded towards the downstream node(s). Because there may exist multiple entries for the same content prefix in local FIB, Algorithm 1 will be performed to calculate the aggregated hop metric \( h(i) \) and energy metric \( e(i) \) carried in the Data packet in a probabilistic way.

### 4.3. Directive Mode (DM)

Thanks to the FIB maintenance in Section 4.2, the directive mode can be used to guide the Interests towards the discovered content providers at less cost. As illustrated in Figure 1, the DM mode will be activated once the FIB lookup hits successfully.

Since there may exist multiple entries for the same content prefix in local FIB, the content consumer or intermediate content routers have multiple choices for the neighbor forwarder selection. To balance energy consumption and prolong network lifetime, we propose a least cost forwarding based on the tradeoff between the hop and the energy metrics shown in Algorithm 2.

In Algorithm 2, \( \beta \) is a weight factor to balance the tradeoff between total energy consumption and network lifetime. In Section 5, we will observe the impacts of different weight factors on energy efficiency.

Note that the proposed DMIF is only applicable for the Interest forwarding. The Data forwarding process is always the same regardless the selection of Interest forwarding mode. Even the DM mode is chosen, the Data forwarding process is performed in the same way defined in Section 4.2.
Input: \( m \) entries for the same content prefix in the FIB; the hop and the energy metrics of the entry \( j \) are denoted as \( h(i, j) \) and \( e(i, j) \);

1. Calculate the proportion about the hop and the energy information of each entry;
   \[
   p_{\text{hop}}(i, j) = \frac{1}{\sum_{k=1}^{m} 1/h(i, k)} \quad p_{\text{energy}}(i, j) = \frac{1}{\sum_{k=1}^{m} 1/e(i, k)}
   \]

2. Calculate the aggregated metrics \( h(i) \) and \( e(i) \) for hop and energy;
   \[
   h(i) = \sum_{k=1}^{m} p_{\text{hop}}(i, k) \cdot h(i, k);
   e(i) = \sum_{k=1}^{m} p_{\text{energy}}(i, k) \cdot e(i, k)
   \]

**Algorithm 1: Aggregated metric calculation at node \( i \).**

Input: \( m \) entries for the same content prefix in the FIB; the hop and the energy metrics of the entry \( j \) are denoted as \( h(i, j) \) and \( e(i, j) \);

1. Calculate the aggregated metric \( m(i, j) \) for each entry;
   \[
   m(i, j) = \beta \cdot e(i, j) + (1 - \beta) \cdot h(i, j) \quad 0 \leq \beta \leq 1
   \]

2. The Forwarder ID of the entry \( j \) with the least aggregated metric is chosen as the neighbor forwarder:
   \[
   m(i, j) = \min_{k \in [1, k]} m(i, k)
   \]

**Algorithm 2: Least cost Interest forwarding at node \( i \).**

4.4. Routing Loop Consideration. Thanks to the Nonce field carried in the Interest packet of the NDN, the Interest forwarding is naturally routing loop free. In detail, every Interest carries a random Nonce and each node receiving the Interest can remember the seen Nonces at the PIT table. The incoming Interest with a duplicate Nonce field will be dropped to avoid the routing loop during the Interest forwarding.

According to original design of the NDN, the Data forwarding will not loop since it is performed along the reverse paths of the Interest from upstream nodes to downstream nodes. However, something new needs to be considered in wireless environment with multipath capability. First, each node has only single wireless interface to send and receive the NDN packets. Therefore, there is no way to discriminate the conceptions about upstream nodes or downstream nodes in wireless environment. Second, multipath capability requires a node to receive and process multiple Data packets from different neighbors to remember multiple path information, even though only the firstly arriving Data is forwarded. In addition, there is no any information about the sender ID carried in the Data packet in original NDN design. In this case, the sender of a Data packet may receive the same Data and store the information from its neighbors, thus causing routing loop problem.

For example, in Figure 6, node \( n_3 \) receives a Data packet from node \( n_5 \). It is assumed that the PIT lookup hits locally at node \( n_3 \) and it will forward the Data packet through the wireless broadcast link. In this case, not only the downstream node \( n_2 \) but also the upstream node \( n_5 \) can receive the Data packet from node \( n_5 \). In other words, node \( n_5 \) receives the same Data packet sent by itself before and routing loop happens.

To address the routing loop problem of the Data forwarding, we add a new field named IDList in the Data packet. The IDList contains the IDs of all nodes along the forwarding path of the Data packet. Upon receiving a Data packet, the node will firstly check whether its ID has been listed in the IDList. If yes, routing loop happens and the incoming Data will be dropped. If no, the path information carried in the incoming Data will be used to update local FIB as described in Section 4.2. Figure 6 presents an example to illustrate how the IDList works. In Figure 6, node \( n_5 \) will discard the Data packet from node \( n_3 \) since its ID is listed in the IDList. Similar routing loop detection is performed at the rest nodes to avoid routing loop in the Data forwarding. The IDList scheme may
4.5. Example for Mode Shift in the DMIF. Figure 7 provides an example to illustrate how the mode shift works between the FM mode and the DM mode to improve the Interest forwarding. In Figure 7, it is assumed that node $n_1$ queried the content located at node $n_5$ previously along the path $n_1 \rightarrow n_2 \rightarrow n_3 \rightarrow n_5$. According to the FIB maintenance rules, a trail of "breadcrumbs" is left along the reverse path. Now, node $n_3$ is querying the same content. Based on the proposed DMIF scheme, the Interest is firstly forwarded in the FM mode until it arrives at node $n_1$. After the FIB lookup hits successfully at node $n_1$, the Interest is broadcasted in the DM mode with the ForwarderID set as node $n_2$. Let us assume that the FIB entry at node $n_3$ was deleted due to some reasons. Thus, the forwarding mode will shift back to the FM mode at node $n_3$, which broadcasts the Interest to the final destination. With the shift between the FM mode and the DM mode, nodes $n_2$ and $n_5$ will not be involved in the Interest forwarding originated by node $n_3$, which helps reduce the resource consumption and improve the network efficiency.

5. Performance Evaluation

5.1. Simulation Settings. This section evaluates the performance of the Interest forwarding scheme DMIF implemented in ndnSIM 2.0 [19, 20], which is extended to support wireless multihop communication and the forwarding strategies proposed in this paper.

In the simulation experiments, there are 100 sensor nodes deployed in a $400 \text{ m} \times 400 \text{ m}$ area in Figure 8 in which all the black nodes on the border are chosen as the content producers that generate the raw data about temperature within its subarea every minute. For example, the raw data name generated by node $n_5$ at 16:40 on December 4, 2015, is "/type/temperature/space/area0/time/2015/12/04/1000," according to the naming scheme in Section 3. The white nodes in Figure 8 are chosen as the sink nodes (content consumers) that send periodic Interests to query the interested content about several subareas every five minutes. Every time, 12 interested areas are randomly chosen among the 36 content producers. The grey nodes are NDN routers that can relay packet and cache contents as specified in the NDN. The number of the sinks is changed from 1 to 5 in the experiments. For example, at 16:40 on December 4, 2015, a sink sends the following Interests to query the temperature about subarea0 in the past five minutes:

In the experiments, it is assumed that each node sends and receives packets with fixed transmission and reception power. Therefore, the energy consumption is independent of the transmission distance through a wireless link. Based on this, we adopt the following energy model [25, 26] to evaluate the power consumption in the simulation experiments:

$$c = e \cdot (b_t + b_r),$$

where $c$ denotes the total energy consumption of one node for receiving $b_r$ bits and transmitting $b_t$ bits and $e$ is a factor indicating the energy consumption per bit at the receiver circuit.

In order to support more efficient forwarding, we let the FIB maintain multiple entries and update the metrics dynamically, which may bring more cost in the FIB memory and energy consumption. The ndnSIM platform used in this paper can simulate almost real experiment environment because it adopts NFD (Named Data Networking Forwarding Daemon) as the forwarding kernel. In other words, the extra overhead caused by supporting multipath capability can be included in the energy consumption automatically.

The simulation parameters are listed in Table 2.

5.2. Simulation Methodology. As analyzed in Section 2, the literature [3, 12] proposes two Interest forwarding strategies including blind forwarding (BF-RD) and provider-aware forwarding (PAF), which are chosen as the baseline schemes for comparison in the simulation experiments.

(i) BF-RD: the Interest is always forwarded in the flooding mode based on a randomly deferred timer.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interest size</td>
<td>50 bytes</td>
</tr>
<tr>
<td>Data size</td>
<td>100 bytes</td>
</tr>
<tr>
<td>$T_{basic}$</td>
<td>7 ms</td>
</tr>
<tr>
<td>Wireless interface</td>
<td>IEEE 802.15.4</td>
</tr>
<tr>
<td>Radio coverage range</td>
<td>100 m</td>
</tr>
<tr>
<td>Grid topology size</td>
<td>$400 \times 400$</td>
</tr>
<tr>
<td>Grid topology step</td>
<td>45 m</td>
</tr>
<tr>
<td>Number of nodes</td>
<td>100</td>
</tr>
<tr>
<td>Number of content producers</td>
<td>12 out of 36</td>
</tr>
<tr>
<td>Number of content consumers</td>
<td>1–5</td>
</tr>
<tr>
<td>Initial energy</td>
<td>5 Joule</td>
</tr>
<tr>
<td>Energy consumption per bit $e$</td>
<td>0.5 $\mu$J/bit</td>
</tr>
<tr>
<td>Simulation time</td>
<td>3600 s</td>
</tr>
</tbody>
</table>
(ii) PAF: the content consumer includes the information about the nearest provider into the Interest so that it can be forwarded to specific direction after the BF-RD is performed.

In this paper, we propose an energy efficient strategy named DMIF, which consists of a flooding mode and a directive mode for Interest forwarding. For more intuitive comparison with the baseline schemes, we name the flooding mode in the DMIF as BF-ED correspondingly due to its energy efficient deferred timer calculation. In the BF-ED, the Interest is always forwarded in the flooding mode based on a deferred timer proposed in (1). In addition, the other energy efficient schemes including scope control and packet suppression presented in Section 4.1 are also used in the BF-ED. In other words, the BF-ED is a subset of the DMIF scheme.

We observe the following metrics to evaluate the performance of the DMIF scheme.

(i) **Total energy consumption** is total energy consumed by all sensor nodes.

(ii) **Energy equilibrium rate** (EER) is defined as the variance of the energy consumption of each node. The EER denotes the balance of the energy consumption of the whole network and reflects the network lifetime indirectly.

(iii) **Hop count** is the average hop count of the content retrieval for each Interest request.

(iv) **Network lifetime** is defined as the time length from the beginning of the simulation to the first node's energy exhaustion.

5.3. Simulation Results

5.3.1. Performance of BF-ED. First, we evaluate the impacts of the weight factor $\alpha$ in (1) on the performance of the BF-ED.

In Figures 9 and 10, when the weight factor $\alpha = 0$, only the distance value between adjacent nodes is considered in the deferred timer calculation. In this way, further neighbor has a higher probability to be chosen to forward Interest packets during the blind flooding, which will help reduce the hop count and the energy consumption. With the increase of the $\alpha$ value, the distance between adjacent nodes plays less important role in calculating the Interest deferred timer and then the total energy consumption and average hop count rises gradually. What is more important is the impacts of the $\alpha$ on energy equilibrium rate shown in Figure 11, in which the energy equilibrium rate decreases with the increase of the $\alpha$ value. The key idea of (1) is trying to balance the energy consumption by adjusting the weight factor $\alpha$. In the proposed BF-ED, bigger $\alpha$ value denotes that residual energy plays more important role in the deferred timer calculation. In other words, choosing the node with more residual energy to forward Interests will help balance the energy consumption, which is consistent with the results in Figure 11.

In Figures 12, 13, and 14, we compare the performance of the proposed BF-ED with the baseline scheme BF-RD [3, 12]
by changing the number of the content consumers from 1 to 5. More content consumers mean more Interest requests consuming more energy in Figure 12 and then causing bigger variance of the energy consumption in Figure 14. Note that the experiments with more consumers exhibit better performance than the ones with less consumers in terms of average hop count in Figure 10, thanks to in-network caching adopted in the NDN architecture. It can be observed that the BF-RD exhibits medium performance compared with two border conditions under the BF-ED with $\alpha = 0$ and $\alpha = 1$. In a summary, the weight factor $\alpha$ has important impacts on the performance of the BF-ED scheme. In practice, a suitable $\alpha$ value needs to be chosen to trade off the energy consumption and the energy equilibrium rate according to actual application requirements. For simplicity, the $\alpha$ value is chosen as 0.5 in the following experiments.

5.3.2. Performance of DMIF. Figures 15 and 16 show the impacts of the weigh factor $\beta$ in Algorithm 2 on total energy consumption and average hop count. It can be observed that the weigh factor $\beta$ exhibits similar impacts with the weight factor $\alpha$ as presented in Section 5.3.1. With the rise of the $\beta$ value, the hop count plays less important roles in choosing the Interest forwarder, which results in the increase of total energy consumption and average hop count for content retrieval. On the other hand, with the change of the $\beta$ value...
from 0 to 1, the content consumers and the intermediate nodes would rather choose the neighbor with higher residual energy as the Interest forwarder. In other words, the residual energy outperforms the hop count in Algorithm 2 with the increase of the $\beta$ value, which helps balance the energy consumption from the viewpoint of the whole network and leads to the descending trend of the energy equilibrium rate in Figure 17.

Next, we compare the performance of the proposed DMIF and the PAF by changing the number of the content consumers from 1 to 5. In Figure 18, the total energy consumption in both the DMIF and the PAF increases when more content consumers send more Interests to request the contents. In contrast with the PAF, the DMIF has better performance in terms of total energy consumption, since the DMIF supports flexible mode shift for the Interest forwarding according to the results of the FIB lookups. In the PAF scheme, the blind flooding phase and the provider awareness phase are two parallel phases. The information about the content provider carried in the Interest is only added by the content consumer after the blind flooding phase. In this case, the blind flooding mode will continue till the content providers even though an intermediate node has already FIB information for the requested content. When the PAF forwarding fails due to the miss of the FIB lookup, the content consumer needs to restart the flooding phase throughout the
whole network after the Interest times out. In the proposed DMIF, the directive mode can shift to the flooding mode locally, which helps reduce the energy consumption greatly in Figure 18. As analyzed in Section 5.3.1, the requested Interests may be satisfied by the intermediate nodes rather than the content providers, thanks to the in-network cache technology in the NDN architecture. Therefore, the average hop count for the content retrieval drops with the increase of the number of the content consumers in Figure 19. It also can be observed that the average hop count in the PAF is shorter than the proposed DMIF, since the content consumers always choose the nearest provider as its destination in the PAF. In the DMIF, the weight factor $\beta = 0$ means only hop count is considered in choosing the Interest forwarder. However, the DMIF with $\beta = 0$ still has a little more average hop count than the PAF, because the hop count calculation in Algorithm 1 is based on the weights of all hop metrics.

In Figure 20, the proposed DMIF gains better energy equilibrium rate and more balanced energy consumption than the PAF due to the following three reasons: (1) the average energy consumption in the DMIF is lower than the one in the PAF; (2) the metric aggregation in Algorithm 1 is based on weights of the metrics from each neighbor; (3) the weight factor $\beta$ helps avoid choosing the nodes with little...
residual energy for the Interest forwarding. On the other hand, there is no consideration about flexible mode shift and energy consumption balance in the PAF, thus leading to higher energy equilibrium rate than the DMIF.

5.3.3. Comparison between DMIF and BF-ED. Finally, we compare the DMIF and the BF-ED proposed in this paper in terms of total energy consumption and network lifetime in Figures 21 and 22, in which the weight factors $\alpha$ and $\beta$ are both set as 0.5. Here, the network lifetime is defined as the time length from the beginning of the simulation to the first node's energy exhaustion. Actually, the information about Figure 21 has been presented in Figures 12 and 18. In this section, we make an intuitive figure to illustrate the advantage of the DMIF about total energy consumption. It can be observed that the BF-ED with only flooding mode has the most energy consumption and the shortest network lifetime. With the help of the flexible mode shift and energy aware neighbor selection, the DMIF scheme can reduce the total energy consumption and prolong the network lifetime significantly compared with the BF-ED and the PAF in Figures 21 and 22.

6. Conclusion

In this paper, we propose an energy efficient Interest forwarding scheme called DMIF for NDN-based WSNs. In the DMIF, two combined forwarding modes (flooding mode and directive mode) can be shifted flexibly based on the FIB lookup results so that the network overhead can be reduced greatly. In addition, several energy efficient mechanisms including flooding scope control, broadcast storm avoidance, packet suppression, and energy weight factors are proposed to save and balance the energy consumption. Simulation experiments under the ndnSIM show that the DMIF scheme outperforms the baseline schemes in terms of total energy consumption, energy equilibrium rate, and network lifetime.

As future work, we plan to conduct theoretical analysis and real experiments to evaluate the proposed schemes.
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