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On-demand broadcast is an effective data dissemination technique to enhance the system ability to handle dynamic client access patterns. With the development of real-time wireless applications, it is practical for clients to request multiple related data items with time constraint in one request. For real-time data broadcast, items are only useful if they can be received by clients before expiration; otherwise, the related requests become invalid. Hence, minimizing the number of requests that miss their deadlines becomes an important task in on-demand broadcast, especially for multi-item scenario, where more requests are inclined to miss their deadlines due to the heavier workload and greater complexity, compared with single-item scenario. In this paper, we propose a network coding-based scheduling algorithm for real-time multi-item data dissemination. The proposed algorithm exploits the coding opportunities between cached and requested data items and integrates network coding with data scheduling to minimize the deadline miss ratio. Extensive simulation results demonstrate that the proposed algorithm achieves the lowest deadline miss ratio under various circumstances. In addition, the high efficiency of the proposed algorithm in utilizing the transmission bandwidth is proved for that fewer instances of ineffective service are provided for satisfying clients’ requests within time constraints.

1. Introduction

With the rapid development of communication technologies, modern mobile communication devices have obtained the capabilities of transmitting, storing, and processing information independently, enabling the rush of new applications with the purpose of safety, being economic, and infotainment [1–4]. Meanwhile, data acquisition becomes increasingly important for these emerging mobile applications [5–8].

Data broadcast is proven to be a highly efficient approach for disseminating information due to its potential of satisfying all outstanding requests for the same data item with a single response [9, 10]. Two types of data dissemination are studied extensively in literatures. One is the push-based data broadcast and the other is the pull-based data broadcast, namely, on-demand data dissemination. The push-based data broadcast periodically broadcasts data items according to a static schedule which is computed offline from clients’ historical data access statistics and is efficient with applications that require a small set of data items with stable access pattern [11–13]. On the contrary, on-demand data dissemination schedules requests in the service queue and broadcasts data based on various attributes of pending data items at the server. By considering different clients’ requirements for data acquisition, on-demand broadcast is more widely used for dynamic, large-scale data dissemination and attracts more and more research interests in recent years [14–17]. Meanwhile, data items are related and have temporality for many popular information services, such as the traffic condition inquiries, the weather report queries, and the stock quotes. Data may become invalid or less useful as time passes. Therefore, the clients usually request the data items with deadline constraints and the server should broadcast the requested data items before their deadlines to ensure that the data transmitted to the clients are useful and informative. In this paper, we focus on the on-demand multi-item requests data broadcast with deadline constraints. The main performance objective is the deadline miss ratio, which is defined as the percentage of requests that miss their deadlines.

Although various scheduling algorithms for on-demand broadcast have been proposed in the literature [18–22], these algorithms do not fully utilize the strength of data broadcast
and only clients requesting the same data item can be satisfied in one broadcast slot. With network coding technique [23], it is possible that clients requesting different data items can be satisfied simultaneously by utilizing previously received data items stored at clients. Thus, the access time and the deadline miss ratio can be further reduced.

Consider an on-demand multi-item broadcast with time constraint in Figure 1, which consists of one server $S$ and three clients $c_1$, $c_2$, and $c_3$. Assume that the server has seven data items, $d_1, d_2, \ldots, d_7$. Client $c_1$ has already received and stored four data items from previous broadcast slots, denoted as $s_1 = \{d_2, d_4, d_6, d_7\}$, and still needs items $r_1 = \{d_1, d_3, d_5\}$ within three broadcast slots; the number in $r_1$ denotes the deadline for $c_1$'s request. Similarly, client $c_2$ has received $s_2 = \{d_3, d_5, d_6\}$ and requests for $r_2 = \{d_1, d_4, d_7\}$ in three slots; $c_3$ has cached $s_3 = \{d_1, d_3, d_5, d_7\}$ and needs to receive $r_3 = \{d_2, d_4, d_6\}$ in two broadcast slots. Further assume that the size of each data item is 1 unit and the broadcast bandwidth is $B = 1$ unit/slot; the server can broadcast one data item in each time slot. With the traditional noncoding scheduling strategy, which aims at maximizing the number of clients a data item can satisfy in each broadcast slot, the server will broadcast $d_1$, $d_4$, and $d_7$ sequentially. Unfortunately, client $c_3$'s request $r_3$ missed its deadline without receiving $\{d_2\}$ after two broadcast slots and client $c_1$’s request $r_1$ missed its deadline without receiving $\{d_3, d_5\}$ in three slots. Finally, only client $c_2$ received the requested data items on time and thus the deadline miss ratio can be calculated as $2/3 = 67\%$.

Contrarily, with the support of network coding, the server finds out an optimal scheduling decision sequence so as to broadcast $d_3 \oplus d_5$, $d_1 \oplus d_6$, and $d_2 \oplus d_7$ orderly. By receiving $d_3 \oplus d_5$, $c_1$ can get $d_3$ since it has $d_5$; $c_2$ and $c_3$ can both get $d_1$ by using cached $d_3$ to decode the coded packet. Similarly, $c_1$ and $c_2$ decoded $d_1$ and $c_3$ decoded $d_6$ from the second broadcast $d_1 \oplus d_6$. After that, client $c_3$ has received all data items it requested on time and gets satisfied. Finally, the third broadcast of coded packet $d_2 \oplus d_7$ provided $d_2$ for $c_1$ and $d_7$ for $c_2$, and both clients get satisfied within their deadlines. In this way, no client misses a single deadline and the deadline miss ratio of the network coding broadcast strategy is 0. As illustrated in this example, by utilizing the information about clients' cached data items, network coding-based broadcast can improve the dissemination performance evidently.

The impact of network coding on the deadline miss ratio of real-time on-demand data dissemination is determined by the encoding decision of the server at each broadcast slot. However, it is difficult to model the encoding decision process since the clients' requests are generated randomly, and the multi-item request characteristic further complicates the problem. Thus, it is highly desirable to design an efficient data broadcast strategy for on-demand multi-item data dissemination with deadline constraint. This paper proposes a data scheduling algorithm which incorporates network coding technique into the real-time multi-item data broadcasting. Specifically, the proposed algorithm considers not only broadcasting each single data item as soon as possible, but also fulfilling multi-item request on time as much as possible, in order to minimize the total deadline miss ratio and to improve the broadcast efficiency. The main contribution of this paper can be summarized as follows:

(i) We use the network coding technique to improve the PVC algorithm [24] for real-time multi-item data broadcast. The PVC algorithm designs the scheduling weight by imitating the economic's measure of profitability and achieves good performance compared with traditional scheduling algorithms. However, the scheduling performance can be further improved by utilizing network coding to encode the most weighted data item with multiple less weighted data items together to broadcast at the same broadcast slot, as long as the decoding condition is met. We demonstrate that network coding can affect the broadcast performance positively.

(ii) We use the maximal weight clique search [25–27] to solve the encoding decision problem for real-time multi-item data broadcast. The weight of each vertex is calculated according to the novel definitions as in PVC algorithm. We present how to integrate the network coding technique with the maximal clique search without adding too much overhead.

(iii) The simulation results show that the proposed network coding-based algorithm achieves better performance under various scenarios as compared with a number of representative scheduling algorithms.

The remainder of this paper is organized as follows. Section 2 presents the background of the research area. Section 3 describes the system architecture. Section 4 outlines the proposed algorithm and explains the coding strategy in detail. Section 5 evaluates the proposed algorithm’s performance through extensive simulations. Finally, Section 6 concludes the paper.

2. Related Works

2.1. Data Scheduling in On-Demand Data Dissemination. On-demand data broadcast is proven to be an efficient way to disseminate information to a large population of mobile clients. In previous research works, data scheduling algorithms play a very important role in reducing system response time and satisfying clients efficiently. Various kinds
of scheduling algorithms have been proposed to decide the broadcast sequence of requested data items pending in the service queue of the server.

Dykeman et al. proposed three scheduling algorithms, FCFS (First-Come-First-Serve), MRF (Most-Request-First), and LWF (Longest-Wait-First) [18]. FCFS broadcasts the requested data items according to their arrival sequence. MRF schedules broadcasting the data item with the largest number of pending requests. In the LWF scheme, the data item which has the largest waiting time, equal to the sum of the time that all requests for this data item have been waiting, is broadcasted first. Aksoy and Franklin proposed the $R \times W$ algorithm which considers the number of pending requests for the data item and the time that the request has been waiting together [19]. $R \times W$ schedules the data item with the maximal value of $R \times W$ first, where $R$ denotes the number of requests referring to the data item and $W$ is the time that the oldest request for the data item has been waiting.

The constantly changing characteristics of data item size in on-demand data broadcast are studied in [20]. The authors proposed two scheduling models under different split strategies, one is the equal split scheduling model ES-$L \times R \times W$ which proposes the equal splitting strategy (ES) and a deadline adjust strategy. The other is the unequal split scheduling model US-$L \times R \times W$ which proposes the unequal split strategy (US) and two effective scheduling algorithms, namely, priority first (PF) and priority and bandwidth first (P × BF). Both scheduling models and the split strategies are proven to be able to improve bandwidth utilization and dynamically adjust to variation of data item size. A new metric called stretch is introduced to evaluate the performance with different data sizes in [28]. Stretch is the ratio of the access time of a request to its service time. A scheduling algorithm LTTSF (Longest Total Stretch First) based on the concept of stretch is proposed that the data item with the largest total current stretch is broadcasted first. In [29], Sharaf and Chrysanthis proposed the STOBS which computes the value $(R \times W)/S$ of each requested data item in the queue and schedules the item with the highest $(R \times W)/S$, where $R$, $W$, and $S$ are the number of pending requests, the waiting time of the first request, and the size of the data item, respectively. All these algorithms consider the attribute of data size.

Xuan et al. [21] examined several broadcast transmission scheduling policies for timely on-demand broadcast and indicate that EDF (Earliest Deadline First) scheduling algorithm achieves good performance. After that, Xu et al. [22] proposed the so-called SIN-$\alpha$ (Slack time Inverse Number of pending requests) scheduling algorithm for time-critical on-demand broadcast, which considers the urgency and number of outstanding requests together and broadcasts the data item with the minimum value of $\sin-\alpha$, where $\sin-\alpha = \text{slack}/\text{num}^\alpha$, slack is the duration from current time to the deadline of the most urgent request for the data item, and num is the number of pending requests for the data item. All the above works only considered the on-demand data broadcast in single-item request scenario, whereas many on-demand broadcast applications require multiple data items in one request and thus cannot be run by these algorithms effectively.

In [24], Lv et al. proved the NP-hardness of broadcast scheduling of real-time multi-item requests in single channel environment and proposed a profit-based scheduling algorithm named PVC, which utilizes the novel concept “profit” of pending items and “opportunity cost” of pending requests. Simulation results showed distinct improvement of PVC in comparison with EDF and SIN-$\alpha$ in real-time multi-item requests environment. However, this algorithm schedules only one data item for each broadcast, which makes the insufficient utilization of bandwidth and undermines the performance.

2.2. Network Coding-Based Data Broadcast. Network coding (NC) was firstly proposed by Ahlswede et al. in 2000 [23]. It has been proved that the theoretical upper bound of wireless multicast transmission rate, that is, the max. flow of a network, can be achieved by employing network coding in a wireless network [30, 31]. Meanwhile, due to the broadcast nature of wireless channels, wireless networks exhibit significant data redundancy that the transmitter delivers the same packet to multiple nodes within its radio range at each hop. Network coding can be exploited to reduce the redundancy, increase the overall network throughput, and decrease the transmission delay [32–34]. NC has shown great potential to improve the bandwidth efficiency of wireless broadcast systems. The design of NC-based on-demand data broadcast schemes has received significant research interests and many network coding-based data scheduling algorithms have been proposed for on-demand single-item requests environment [35–40]. Hou studied a model that jointly considers the application requirements on traffic patterns, delay constraints, and throughput requirements, as well as wireless limitations, including the unreliable wireless links and the lack of feedback information. Based on this model, a general framework was developed for designing feasibility-optimal broadcasting policies that apply to systems with various network coding mechanisms [35]. In [36], a coding assisted scheduling algorithm for on-demand data broadcast named ADC-1 and its enhanced version ADC-2 are proposed for single-item requests environment. In [37], Zhan et al. propose a generalized encoding framework for incorporating network coding into data scheduling algorithms for on-demand broadcast. Data scheduling is formulated as a clique searching problem in a graph and network coding is migrated into the scheduling algorithms to optimize the performance with consideration of different attributes. Performance evaluation of the proposed encoding framework is given by [38]. Wang and Liang considered the adoption of the traditional linear network coding in on-demand data broadcast and proposed a network coding algorithm which utilizes the correlation which exists between received and requested data items to reduce the completion delay [39]. The fairness between different receivers is well considered. In [40], Wang et al. designed a joint rate selection and wireless network coding (RSC) scheme with delay constraint so as to maximize the total benefit of the packets that are successfully received at the destinations without missing their deadlines. However, in...
At the beginning of each broadcast slot
(1) for Each arrived multi-item request \( Q \) do
(2) Insert \( Q \) into the requests’ queue
(3) end for
(4) while The requests’ queue is not empty do
(5) for Each multi-item request \( Q \) do
(6) Calculate \( Q \)'s scheduling weight according to Definitions 1–10, insert \( Q \) into the service queue in descending order of scheduling weight \( \text{PVC}(Q) \);
(7) end for
(8) Select the request with the most scheduling weight as the schedulable request \( Q^* \), further select the data item \( d_j \) with the most absolute profit, \( d_j \in Q^* \), as the seed for network coding. That is seed \( d_j = \arg\max_{d \in Q^*} \text{profit}(d) \)
(9) Construct the instantly decodable coding graph \( G \) as described in Section 4.2.2
(10) Find the maximal clique in graph \( G \) which contains the seed item \( d_j \) and XOR all items in this clique as the encoded packet, and broadcast the packet to all clients.
(11) Update each client's status of received and request data items. Renew the requests’ queue and the service queue by removing requests which get satisfied or miss their deadlines.
(12) end while

Algorithm 1: NC-based PVC scheduling algorithm.

These works, mobile clients can only ask for one data item in each request, which can not represent the requirements of emerging wireless applications and cannot fully utilize the advantage of network coding.

In contrast, we propose a NC-based scheduling algorithm (Algorithm 1) for on-demand multi-item requests data broadcast with time constraints, which combines the performance advantage of scheduling algorithm and network coding. The motivation is to provide efficient broadcast for satisfying multi-item requests within their deadlines. Using network coding technique, we can improve the bandwidth utilization and increase the network throughput, thus minimizing the number of requests that miss their deadlines.

3. System Model

We consider the general system model of on-demand data broadcast, which consists of one server and a number of clients. In Figure 2, each client has a local cache to store the requested data items received from the server. The cache space is limited and certain cache replacement policy is applied [37]. When a client cannot find data items in its cache, the client sends a request for the data items and its updated cache content to the server through the uplink channel. After sending the request, the client listens to the broadcast channel and retrieves its requested data items through the server’s broadcasts. Each request is associated with a deadline beyond which the request becomes invalid. A data item can be considered as a fixed-size page in the database and the request refers to multiple data items. Given bandwidth \( B = 1 \), the time taken to broadcast a data item is called a broadcast tick (time slot).

Upon receiving a request, the server inserts it into the service queue. A request waits to be scheduled in the service queue until its requested data items are broadcasted. Firstly, the server retrieves the requested data items stored in the local database by applying certain scheduling algorithms; it then encodes the selected data items based on information about clients’ cached and requested data items. Lastly, the server broadcasts the encoded packet through the downlink channel. A client gets satisfied if its request has been served successfully, which means the client has received all the data items correctly corresponding to its request before deadline expiration. A request will be removed from the service queue once it exceeds its time limit. In this model, we apply the simple XOR encoding technique while encoding/decoding data items, merely due to the easy implementation and less overhead of XOR [41–43].

4. The Proposed NC-Based Scheduling Algorithm

4.1. Motivation. Many of the recent on-demand data broadcast research works have shown that network coding can help clients retrieve different data items simultaneously from the server. However, to the best of our knowledge, most of them only consider the single-item request scenario and no existing solution that effectively integrates data scheduling and network coding for on-demand multi-item data broadcast exists. In this paper, we propose an algorithm to exploit the advantage of combining network coding and data scheduling. The primary goal of the scheduling algorithm is to minimize the request deadline miss ratio and equally to maximize the number of requests which meet their deadlines. The proposed algorithm carries forward the fine performance of the data scheduling and covers the shortage of it through the integration with network coding.

4.2. The Proposed Algorithm

4.2.1. Preliminaries. Through the paper, we assume that the time is slothed. We further assume that the length of each data item stored at the server is fixed as 1 unit length, and the bandwidth between a client and the server is \( B = 1 \). Given these assumptions, at each time slot, the server can transmit
The proposed algorithm is inspired by the fine work of Lv et al. [24]. In [24], the authors proposed a new concept “profit” to characterize the potential contribution of a pending item to system performance and give definitions of some related concepts as follows (for more comprehensive explanation of the definitions, please refer to [24]).

**Definition 1 (slack time).** The remaining time slots before the deadline of a request are denoted as $s$. A request is a live request only when it can meet its deadline and the slack time is enough for broadcasting all its unserved data items.

**Definition 2 (live request).** Consider a request $Q(s, k)$ which consists of $k$ unserved (not received by a client which requests it) data items with slack time $s$. $Q(s, k)$ is said to be live if $s \geq k \geq 0$ (since $B = 1$, the time required to transmit $k$ unserved data items equals to $k$ time slots. $k$ denotes the number of time slots needed to transmit the total unserved data items). Otherwise, the request is dead. When $k = 0$, the request is completed (satisfied) as it has no unserved data items.

**Definition 3 (relative profit).** Concerning a request $Q$ for $n$ items with an unserved item set of cardinality $k$, the relative profit of an item $d_i$ is defined as

$$\text{profit}(d_i | Q) = \begin{cases} \frac{n-k+1}{n}, & \text{if } d_i \in Q \\ 0, & \text{otherwise.} \end{cases}$$

Since $(n-k)$ is the number of data items which have been served during the past scheduling process, the relative profit actually denotes the contribution for request $Q$ via broadcasting item $d_i$. Meanwhile, noticing that a data item can serve all requests pending for it simultaneously, an absolute profit for the item can be defined as follows.

**Definition 4 (absolute profit).** The sum of relative profits of an item $d_i$ with respect to all pending requests for $d_i$ in the service queue is as follows:

$$\text{profit}(d_i) = \sum_{j=1}^{m} \text{profit}(d_i | Q_j).$$

Absolute profit reflects the contribution of broadcasting item $d_i$ for the whole system performance.

**Definition 5 (average profit).** Given a request $Q$ with an unserved items set of cardinality $k$, the average profit for serving $Q$ is defined as

$$\text{avg profit}(Q) = \frac{\sum_{i \in Q} \text{profit}(d_i)}{k}.$$  

The average profit measures the contribution of serving a request to system performance. A request has a high average profit when its unserved data items have high absolute profit. A data item is profitable if it is popular (hot) and its broadcast can satisfy more requests or bring more requests closer to completion.

**Definition 6 (relative compatible or exclusive requests).** Request $Q_j(s_j, k_j)$ is exclusive to request $Q(s, k)$ if $k + k_j - |Q \cap Q_j| > s_j$; otherwise $Q_j$ is compatible with $Q$. By the definition, if $Q_j$ is exclusive to $Q$, $Q_j$ will be lost if $Q$ is selected to broadcast until satisfaction. Note that if $Q_j$ is exclusive to $Q$, $Q$ is not necessarily exclusive to $Q_j$.

**Definition 7 (request expected revenue).** Given a request $Q_j(s_j, k_j)$, its expected revenue with respect to request $Q(s, k)$ is defined as

$$E(Q_j | Q) = \begin{cases} \frac{k}{k_j}, & \text{if } Q_j \text{ is exclusive to } Q \\ 0, & \text{otherwise.} \end{cases}$$
The request expected revenue is a metric value to quantify other alternatives with respect to a scheduling decision and can be interpreted as the gain of the scheduling decision of serving request $Q_j$ which would be abandoned in favor of $Q_j$.

**Definition 8** (item expected revenue). Given an item $d_i$, its expected revenue with respect to request $Q(s, k)$ is the sum of expected revenues of all requests for $d_i$ with respect to $Q$:

$$ E(d_i | Q) = \sum_{Q_j \in Q_i} E(Q_j | Q) . $$

**Definition 9** (opportunity cost). Given a request $Q(s, k)$, the opportunity cost is defined as the maximum expected revenue with respect to $Q$ for all items NOT requested by $Q$:

$$ C(Q) = \max_{d_i \notin Q} \left\{ E(d_i | Q) \right\} . $$

The opportunity cost represents the next best alternative scheduling data item's expected revenue, which is abandoned in favor of scheduling $Q$. Of course, only items in the requests exclusive to $Q$ can generate nonzero revenue.

**Definition 10** (scheduling weight). The scheduling weight of a request $Q(s, k)$ is defined as follows:

$$ PVC(Q) = \frac{\text{avg profit} (Q) - C(Q)}{s(Q)} , $$

where $s(Q)$ is the slack time of request $Q$.

This PVC weight is used in the item level scheduling algorithm named Profit Versus Cost (PVC). The basic idea of PVC is to first choose the request with the largest scheduling weight and then broadcast the item with the largest absolute profit in the selected request.

### 4.2.2. The Instantly Decodable Network Coding Graph

Assume there are $N$ clients in the system, denoted as $U = \{u_1, u_2, \ldots, u_N\}$, and a server $S$ whose database $D$ contains $M$ data items, where $D = \{d_1, d_2, \ldots, d_M\}$. Each client stores data items that were broadcasted by the server and generates a stream of multi-item requests containing data items that the client cannot find in its cache. To integrate network coding into on-demand data dissemination, the server needs to know the information about requests submitted by multiple clients, as well as the cached data items at each client to make proper scheduling decisions. Assuming that clients can piggyback their caches' status in their requests sent to the server, we can construct the graph model to operate the encoding decision.

Let $W_i$ be the set of data items that are requested by client $c_i$, and let $H_i$ be the set of data items that are stored in the cache of client $c_i$; a graph $G(V, E)$ can be constructed by first generating a vertex $v_{ij} \in V$ for each data item $d_{ij} \in W_i$, $1 \leq i \leq N$. Two vertices $v_{ij}$ and $v_{ik}$ are connected by an edge in $E$ if one of the following conditions is true:

(i) $j = k$: the two vertices are induced by the loss of the same item $d_j$ by two different receivers $c_i$ and $c_k$.

(ii) $d_j \in H_k$ and $d_l \in H_i$: the requested item $d_j$ is in the $H$ set of client $c_i$ and vice versa. In other words, client $c_i$ has cached item $d_j$ and client $c_k$ has cached item $d_l$, while $d_j$ is requested by $c_i$ and $d_l$ is requested by $c_k$.

From the definition of $G$, the instantly decodable network coding graph corresponding to the example in Figure 1 is constructed as in Figure 3. In Figure 3, vertices $v_{11}$, $v_{13}$, and $v_{15}$ represent the multi-item request from client $c_1$ for data items $d_1$, $d_3$, and $d_5$. Similarly, vertices $v_{22}$, $v_{24}$, and $v_{27}$ represent the multi-item request from client $c_2$ for data items $d_1$, $d_4$, and $d_7$, and vertices $v_{34}$ and $v_{36}$ represent the multi-item request from client $c_3$ for data items $d_4$ and $d_6$.

Since clients $c_1$ and $c_2$ request the same data item $d_1$, there is an edge $(v_{11}, v_{13})$ between vertices $v_{11}$ and $v_{13}$. Also, as client $c_2$ and $c_3$ request the same data item $d_4$, there is an edge $(v_{24}, v_{36})$ between vertices $v_{24}$ and $v_{36}$. Furthermore, according to the above second condition, there exists an edge between vertices $v_{11}$ and $v_{36}$ since $d_1 \in H_3$ and $d_4 \in H_1$, which means that $c_3$ has $d_1$ requested by $c_1$, and $c_3$ has $d_4$ requested by $c_3$. Therefore, the two requested data items can be received in one broadcast slot by sending $d_1 \oplus d_4$. The rest of the edges are connected in a similar way.

In the graph model, each vertex represents a data item requested by a client. Since we consider the multi-item data dissemination scenario, there will be multiple vertices associated with the same request in the graph. As mentioned, client $c_1$ submitted a request for $d_1$, $d_3$, and $d_5$, and there exist vertices $v_{11}$, $v_{13}$, and $v_{15}$. However, any two of the three vertices are not adjacent, because neither of the above two conditions could be true. In other words, a client cannot submit two different requests for the same data items and cannot submit a request for a data item which is already available in its own cache.

A clique in an undirected graph is defined as a subset of vertices such that every two vertices in the subset are adjacent. According to [25, 27, 37], let $C = \{v_{i_1}, v_{i_2}, \ldots, v_{i_l}\}$ be a clique in $G$, $D_C = \{d_{ij} \mid v_{ij} \in C\}$ denotes the data items represented by the vertices in $C$, and $R_C = \{c_i \mid v_{ij} \in C\}$ denotes the involved clients set. Note that some of the data items may be repeated in $D_C$ (same items requested by different clients); further denote $D_C$ as $D_C = \{d_{ij}, d_{ij'}, \ldots, d_{ij''}\}$ with $t \leq k$. For all $c_i \in R_C$ and $v_{ij} \in C$, $c_i$ can obtain $d_j$ after receiving items.
combination $d' = d_1 \oplus d_2 \cdots \oplus d_n$. It can be easily inferred that any packet, generated by encoding the source items which are identified by the vertices of any clique in $G$, is an instantly decodable packet, which means that the encoded packet can be decoded by all clients immediately upon successful receiving. Furthermore, a maximal clique is a clique that cannot be extended by including one more adjacent vertex, that is, a clique such that there is no clique with more vertices.

4.2.3. The NC-Based PVC Algorithm. The PVC scheduling weight is designed by imitating the economics’ measure of profitability where net profit is equal to the profit minus cost. As defined above, the average profit can faithfully describe the profit of each request in the service queue and thus little room for improvement exists. However, the performance gain can be improved by reducing the cost $C(Q)$. Given the average profit avg profit($Q$) and the slack time $s(Q)$, the scheduling weight PVC($Q$) increases with the reduction of the opportunity cost $C(Q)$. Noticing that the PVC scheduling weight PVC($Q$) is actually a measure of performance gain introduced by scheduling request $Q$, with less (or none, if possible) opportunity cost, the algorithm receives more profit and achieves better performance.

To minimize the opportunity cost, network coding technology is introduced into the broadcast scheduling procedure. Further, to simplify the encoding/decoding procedure and to minimize the encoding/decoding delay, we apply the XOR-based network coding for its easy implementation, low cost, and short delay, compared with the traditional randomized linear network coding. The pseudocode of the proposed algorithm is given in Algorithm 1. We calculate the scheduling weight of each newly arrived multi-item request and insert it in descending order of the scheduling weight into a service queue maintained at the server. We then select the data item with the most absolute profit in the first pending request $Q^*$ as the encoding seed $d_j$. After that, a maximal clique which contains seed $d_j$ is searched on the instantly decodable network coding graph $G$, which is constructed under the conditions given in Section 4.2.2. Next, the server encodes all data items that are included in the founded maximal clique and broadcasts the encoded packet to all clients. Finally, the clients update their caches by decoding their requested data items from the broadcast packet, and the server refreshes the service queue by removing all satisfied requests and expired requests which missed their deadlines.

Given the most profitable request $Q^*$ which has the maximum scheduling weight PVC($Q^*$) and the constructed coding graph $G$, the proposed NC-based scheduling algorithm searches the maximal cliques that contain the data item with the maximal absolute profit in $Q^*$ over $G$. Once the maximal clique is found (if multiple maximal cliques are found, chose one randomly), the data items which are recognized by the vertices in the returned clique are encoded into a NC packet, and this NC packet will be broadcasted to all clients. In this way, not only the advantage of PVC algorithm by broadcasting the most profitable data item is kept, but also the opportunity cost is minimized, since the proposed algorithm makes as much sufficient use of the channel bandwidth as possible. The network coding gain is achieved by using the most weighted data item which has the maximal absolute profit in $Q^*$ as the seed and encoding as much as possible data items requested by multiple clients without interrupting the instantly decodable property, and it in turn compensates the performance loss caused by PVC’s scheduling decision to broadcast the most profitable item instead of other items. In particular, if the maximal clique returned by the proposed algorithm contains the item which has the maximal item expected revenue and does not belong to $Q^*$, then $C(Q) = 0$, which denotes the case where no opportunity cost shall be paid for scheduling request $Q^*$.

5. Performance Evaluation

In this section, we set up a simulation environment as described in Section 3 and conduct comprehensive experiments to evaluate the performance of the proposed NC-based PVC scheduling algorithm (NPVC (for simplicity, we use NPVC to denote the proposed algorithm in the following)). To better understand the characteristics of NPVC, we implement the well-known algorithms, EDF and SIN-$\alpha$, both in coding and in noncoding versions, along with the original PVC algorithm, to compare the deadline miss ratio, as well as the ratio of ineffective service over effective service.

5.1. Performance Metrics. The performance metrics used in the simulations are defined as follows:

$$\text{deadline miss ratio} = \frac{\text{total missed requests}}{\text{total requests}},$$

$$\text{ratio of ineffective service over effective service} = \frac{\text{total ineffective num}}{\text{total satisfied num}}. \quad (8)$$

The deadline miss ratio is the most important performance metric for real-time on-demand data scheduling that it is a faithful metric to describe the system performance of serving requests timely. The ratio of ineffective service over effective service is designed for further examination of performance improvement and interpretation of variations of request deadline miss ratios of different algorithms in simulations. The ineffective service means the service for the requests that are served partially and whose deadlines are missed finally, and the effective service means the service for the requests satisfied at last. Thus, the ratio of ineffective service over effective service is more of a relevant performance metric related to the deadline miss ratio. Given a small deadline miss ratio, which equals the fact that the number of requests that missed their deadlines is small, a lower ratio of ineffective service over effective service indicates that fewer instances of ineffective service were provided for satisfying requests with time constraints and therefore defines a good scheduling algorithm. However, no conclusion can be made with ratio of ineffective service over effective service alone.

Since EDF and SIN-$\alpha$ are designed for single-item requests originally, for the multi-item requests environment,
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Default</th>
<th>Range</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f$</td>
<td>8</td>
<td>1–10</td>
<td>Request arrival rate scaling factor</td>
</tr>
<tr>
<td>$\theta$</td>
<td>0.5</td>
<td>0–1</td>
<td>Zipf distribution parameter</td>
</tr>
<tr>
<td>$N$</td>
<td>10</td>
<td>10–100</td>
<td>Number of clients</td>
</tr>
<tr>
<td>$M$</td>
<td>40</td>
<td>40–120</td>
<td>Number of data items</td>
</tr>
<tr>
<td>$\tau$</td>
<td>2</td>
<td>1–8</td>
<td>Mean of items in a request</td>
</tr>
<tr>
<td>$c$</td>
<td>10</td>
<td>5–25</td>
<td>Cache size</td>
</tr>
<tr>
<td>LAX_MIN</td>
<td>10</td>
<td>1–20</td>
<td>Request deadline scaling factor</td>
</tr>
<tr>
<td>LAX_MAX</td>
<td>15</td>
<td>5–25</td>
<td>Request deadline scaling factor</td>
</tr>
</tbody>
</table>

EDF is modified to serve the most urgent request first (i.e., the request with the earliest deadline), and a data item is chosen randomly from the scheduled request to be the encoding seed for network coding-based EDF (NEDF). After that, NEDF searches the optimal coding combination over the instantly decodable coding graph $G$ and broadcasts the encoded items set. Similarly, SIN-$\alpha$ is altered to schedule the data item with the smallest SIN-value first; SIN-value of an item is defined as the ratio of slack time of its parent request to its item productivity. For the network coding-based SIN (NSIN), the data item with the smallest SIN-value is used as the encoding seed and the optimal coding set is searched over the coding graph $G$ and broadcasted to all clients.

5.2. Experimental Setup. The simulation model is based on the system architecture described in Section 3. The main parameters and their settings for the experiments are shown in Table 1 and these default values are used in various simulations, unless stated otherwise. Besides, we use SIN to denote SIN-$\alpha$ algorithm with $\alpha = 1$ in simulations.

In the simulation system, each client generates a stream of requests one by one with exponentially distributed interarrival time. The mean request arrival rate is set to be a constant divided by $f$, which is actually a scaling factor of the request arrival rate. In the following simulations, the mean request interarrival time for each client is set to be $10/f$ time slots, and the overall mean request interarrival time of the system is $10/(N \cdot f)$, where $N$ is the number of clients.

The number of items in a request follows the uniform distribution in $[\tau-1, \tau+1]$ with expectation $\tau$. When $\tau = 1$, all requests become single-item requests. Deadline $D_i$ of request $Q_i$ is set according to formula (9), where $r_i$ is the original number of items in the request and $\Delta T_i$ is the arrival time of request $Q_i$. Uniform produces a random number selected uniformly from the range of request deadline scaling factor LAX_MIN~LAX_MAX. Consider

$$D_i = \Delta T_i + (1 + \text{uniform}(\text{LAX\_MIN, LAX\_MAX})) \cdot r_i$$

(9)

The data access pattern is shaped with the Zipf distribution with skewness parameter $\theta$, $0 \leq \theta \leq 1$. The smaller the value of $\theta$ is, the less different items are accessing frequency among all data items in the database. In particular, when $\theta = 0$, the distribution becomes the uniform distribution, while the Zipf distribution becomes extremely skewed as $\theta$ increases to 1. Upon receiving a requested data item, a client stores the item in its local cache, and the LRU (Least Recently Used) policy is used for cache replacement.

5.3. Results Analysis. In this section, we present the results of performance evaluation of different scheduling algorithms for on-demand multi-item requests broadcast system. The results are obtained when the system was in a steady state and all data points are based on the average of over 5000 simulation runs.

5.3.1. Request Arrival Rate Scaling Factor. Figure 4 depicts the deadline miss ratio under different scaling factor $f$. $f$ is actually the control factor of system load; larger $f$ indicates heavier load and may cause large deadline miss ratio. It can be concluded that the deadline miss ratio increases with $f$ for all compared algorithms. Besides, the adoption of network coding technique reinforces the capabilities of original scheduling algorithms to deliver data items on time, as the deadline miss ratios of NPVC, NEDF, and NSIN are smaller than those of PVC, EDF, and SIN, respectively. Moreover, the proposed NPVC algorithm achieves the smallest deadline miss ratio among all compared algorithms.

Figure 5 depicts the ratio of ineffective service over effective service with different request arrival rates. It can be seen clearly that the ratios of ineffective service over effective service of all compared algorithms increase with the request arrival scaling factor $f$, and the proposed NPVC has the lowest ratio of ineffective service over effective service among all algorithms.

5.3.2. Skewness Parameter. The skewness parameter $\theta$ is a metric to measure the popularity of data items. With $\theta$ getting
closer to 1, the probability of clients requesting “hot” items rises quickly and vice versa. In Figure 6, it can be seen that all algorithms’ deadline miss ratios decrease with the increment of $\theta$. When the data access pattern follows the uniform distribution, namely, $\theta = 0$, the deadline miss ratios are relatively high for all compared algorithms. When $\theta = 1$, NPVC achieves very good performance that its deadline miss ratio is smaller than 3%. Meanwhile, NPVC always has the smallest deadline miss ratio upon different $\theta$.

5.3.3. Deadline Range. Figure 8 shows the simulation results for different range of request deadline scaling factor ($LAX_{\text{MIN}}$–$LAX_{\text{MAX}}$). When the mean value of the range of request deadline scaling factor increases, the request deadline miss ratio decreases. The proposed NPVC achieves the best performance under different range of deadline scaling factor. In addition, when the deadline range increases to larger than 15–20, the deadline miss ratios of both PVC and NPVC are less than 1%, which means that the number of requests that missed their deadlines becomes very seldom.

Figure 9 shows the ratio of ineffective service over effective service under different deadline range. The ratios of ineffective service over effective service of all algorithms decrease with deadline range increases, which indicates that the compared algorithms achieve better performance and serve request more efficiently with larger deadline range. When the requests’ deadlines are smaller than 10, the ratio of ineffective service over effective service of algorithm SIN seems to be lower than that of NPVC. However, considering the fact in Figure 8 that SIN has the highest deadline miss ratio and that nearly 77% requests missed their deadlines, the reason that SIN gets the lower ratio is that most of the requests missed their deadlines completely, without any item being transmitted, and thus the requests which were partly
transmitted are rare and cause the low ratio of ineffective service over effective service. In fact, the high deadline miss ratio and low ratio of ineffective service over effective service of SIN confirm its inefficiency in scheduling multi-item requests timely. Contrarily, the proposed NPVC algorithm achieves outstanding performance in both aspects of deadline miss ratio and ratio of ineffective service over effective service, proving its efficiency improvement.

5.3.4. Cache Size. Figure 10 presents the simulation results of deadline miss ratio under different cache size. While the cache size increases, more coding opportunities among the requested data items emerge and more requests can meet their deadline requirements. Moreover, when the cache size increases to 20, under the given parameter settings, the system with NPVC achieves impressive performance that the deadline miss ratio is reduced below 1%.

Similarly, NPVC gets the lowest ratio of ineffective service over effective service in Figure 11, and when the cache size becomes larger than 20, the ratio of NPVC gets very close to 0, which implies that little request is partly served and nearly all requests are satisfied successfully (considering the deadline miss ratios together).
6. Conclusions

We have proposed an efficient network coding-based data scheduling algorithm for multi-item requests on-demand data dissemination with time constraints. The primary goal is to minimize the deadline miss ratio and to increase the number of effective services, and this is achieved by integrating network coding with the data scheduling method that broadcasts the most valuable item belonging to the request with the largest “profit.” The concept “profit” describes the performance gain which can be obtained by scheduling the corresponding request first, and the “opportunity cost” represents the gain lost by making the scheduling decision. By introducing network coding into the data scheduling process, the scheduling decision can be made by searching a maximal clique which meets certain rules over a specially constructed graph. In this way, the “opportunity cost” can be alleviated (or removed) and the deadline miss ratio is minimized.
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