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An automatic gender detection may be useful in some cases of a mobile healthcare system. For example, there are some pathologies, such as vocal fold cyst, which mainly occur in female patients. If there is an automatic method for gender detection embedded into the system, it is easy for a healthcare professional to assess and prescribe appropriate medication to the patient. In human voice production system, contribution of the vocal folds is very vital. The length of the vocal folds is gender dependent; a male speaker has longer vocal folds than a female speaker. Due to longer vocal folds, the voice of a male becomes heavy and, therefore, contains more voice intensity. Based on this idea, a new type of time domain acoustic feature for automatic gender detection system is proposed in this paper. The proposed feature measures the voice intensity by calculating the area under the modified voice contour to make the differentiation between males and females. Two different databases are used to show that the proposed feature is independent of text, spoken language, dialect region, recording system, and environment. The obtained results for clean and noisy speech are 98.27% and 96.55%, respectively.

1. Introduction

The applications of automatic gender detection (AGD) system have increased significantly due to the recent developments in speech/speaker recognition, human-computer interaction, and biometric security systems including authentication to access data, surveillance, and security. Gender detection systems limit the search of an imposter to half of the space in many recognition and security systems, where the ultimate goal is the identification of a person. Considering different feature extraction and modeling techniques, an AGD for recognition and security systems should be implemented in such a way that it should not increase the complexity of the whole system. Moreover, a gender detection system can be used for automatic transfer of a phone call of a male/female to the relevant person or department. Furthermore, the accuracy of gender dependent models is higher than gender independent models [1].

In a mobile healthcare system [2–5], automatic gender detection can play a significant role. There are some vocal folds pathologies [6, 7], which are biased to a particular gender; for example, vocal folds cyst can be seen particularly in female patients [8, 9]. If there is a mechanism to automatically detect the gender of the patient, it is easier for a caregiver or a healthcare professional to prescribe the appropriate treatment. In this system, the voice or speech of the patient is recorded via a smart device, which is connected to the Internet. The voice or speech is then transmitted to a cloud, where a cloud manager authenticates the patient. The manager distributes the task of feature extraction and classification to various servers, where a decision of gender is made. The decision along with medical data is transmitted to registered healthcare professionals for proper treatment.

In most of the studies [10–16], the acoustic features used for the gender detection depend on the accurate estimation of the fundamental frequency. The accurate estimation of the
fundamental frequency is itself a challenging task. Inaccurate
estimation of the fundamental frequency may lead to a
significant reduction in the accuracy of a gender detection
system. Moreover, various traditional speech features such
as linear predictive coefficients (LPC), linear predictive cepstral
coefficients (LPCC), Mel-frequency cepstral coefficients (MFCC),
perceptual linear predictive coefficients (PLP), and relative
spectral PLP coefficients (RASTA-PLP) are used in
[10, 12–14, 17, 18] for gender detection. The author in the study
[19] claimed that the features used for speech recognition may
not provide good results for gender detection. Therefore, it
is necessary to explore new features for the gender detection
other than traditional speech features, and those features
should not rely on the accurate estimation of the fundamental
frequency.

In this paper, we proposed a new type of feature for
automatic gender detection. The proposed feature considers a
speech signal of male and female speakers in time domain and
provides a single value in the form of area under the modified
voice contour (MVC). The proposed feature does not depend
on the estimation of the fundamental frequency, and it has
provided good results as compared to the existing features.

Automatic gender detection system based on different
types of feature and classifier with varying accuracies are
reported in the literature. The acoustic characteristics of
humans are based on gender due to physiological changes
in glottis, vocal tract thickness, and length. Therefore,
researchers are trying to find out the most discriminative fea-
tures for gender detection. For example, two acoustic features,
pitch and first formant, are extracted by linear predictive
analysis to construct a gender detection system in [17]. The
first feature relates to voice source and the second to the vocal
tract. The pitch and the formant frequencies of females are
higher as compared to those of males. Euclidean distance
and nearest neighbor based classifier has been implemented
to detect genders. In the study of Wu and Childers [10], a
number of the acoustic parameters, such as autocorrelation,
linear prediction, cepstrum, and reflection, extracted from
vowels, and voiced and unvoiced fricatives, performed well
for gender detection. The study concludes that, for a given
gender, the information is time invariant, phoneme indepen-
dent, and speaker independent. In [11], an accuracy of 96%
is attained when pitch is inputted to Multi-Layer Perceptron
(MLP) neural network. Pitch, energy, and 12-dimensional
MFCC are fed to Support Vector Machine (SVM), and the
performance with the gender detection system is 95% [12]. To
perform gender detection using vocal source, different vocal
source parameters are extracted, and detection rate of 94.7%
for male and 95.5% for female voice is achieved in [20].

A comparison between various cepstral features is pro-
vided in [13] when extracted from voiced frames only and
from a running speech. The cepstral features, MFCC, LPCC,
and PLP, are used with their delta coefficients to perform
the experiments under three different conditions. Sigmund [18]
used selected MFCC to classify the male and female by using
short segments of vowels as well as sentences.

A robust gender detection system is developed by Zeng
et al. in [14]. The developed system has been tested for
the noisy environment, and dependency of the language is also
considered for the evaluation of the system. The obtained
accuracy is 95%, which shows the robustness of the developed
system against noise. The experiment shows that the system
is independent of language as well. Relative spectral PLP
features and pitch of the male and female speakers are used
for gender detection. Chen et al. [15] proposed a gender
detection system for children of two age groups of 8–9 years
and 16–17 years. The obtained accuracies are 60% and 94%,
respectively, for two age groups. Different acoustic features,
source spectral magnitude, cepstral peak prominence, and
harmonic-to-noise ratio, are used to implement the system.
Sedaaghi [21] conducted a comparative study for the gender
detection by using two different databases. Various classifiers
and acoustic features are used in [16] for gender classification
system, and the best reported accuracy is 95%. A total of
113 features are used in the study and Bayes classifier is
used for feature selection. The features are grouped into
pitch, formant, spectral, and intensity. K-nearest neighbor,
SVM, artificial neural networks, and Gaussian mixture model
(GMM) are used as classifier in [16]. An automatic gender
detection system for Hindi speech is developed in [19]
by using MFCC as features and Euclidean distance as a
classification method. The authors have mentioned in this
study that the same features can be used for gender and
speech recognition. However, use of same features for both
recognition systems cannot guarantee good performance.

An initial investigation of the proposed feature was done
in [22] when MVC was used to measure the voice intensity
of the speech sample to discriminate between the genders. The
database used was Arabic digits and manual threshold was
used to classify the males and females. To authenticate the
performance of the proposed feature, TIMIT database was
considered and automatic classification of the genders was
done by the SVM in [23].

In this study, we have investigated the proposed feature in
many aspects, which makes this study different than [22, 23].
The most important factor is to observe the robustness of the
proposed feature against noise. Background/environmental
noise in speech based applications can degrade the perfor-
mance of the developed system and, therefore, cannot be
neglected. Hence, a white noise at different sound-to-noise
ratio (SNR) levels is added in the speech signal of both
genders and, then, performance of the developed system is
evaluated. The results with clean speech are also obtained to
make a comparison between the results of clean and noisy
speech. Moreover, many experiments are performed to show
that the proposed feature is independent of the language,
text, and recording systems. Two databases are used for this
purpose; the first database is in English, and the second is
in Arabic. Both databases are recorded by using different
recording systems, and spoken text is also different. Fur-
thermore, the results of the proposed feature are compared
with the pitch plus RASTA-PLP features which provided the
best accuracy of 95% in [14]. The proposed feature provided
good accuracy and can be used with speaker recognition and
biometric security systems to reduce the system’s complexity
by splitting the search space into two halves.

The rest of the paper is organized as follows: Section 2
describes our proposed automatic gender detection system.
Section 3 provides the description of speech databases. Section 4 explains the experimental setup and results of the proposed and existing AGD systems. Section 5 analyzes the results and conclusions are drawn in Section 6.

2. Proposed Automatic Gender Detection System

In this study, an automatic gender detection system by using the proposed feature is developed. The proposed feature determines the voice intensity of a speech signal by using the MVC. To implement the feature, Simpson's rule is used to calculate the area under the MVC. The MVC is obtained after adding a factor in a polynomial of degree three that is fitted through the peaks. The peaks are found from each frame when a speech utterance is blocked into frames. At the end, the calculated area is fed to SVM to make the decision about the type of gender. A block diagram to determine the MVC of a speech signal is shown in Figure 1. The implementation of the proposed feature is divided into five major components and they are grouped in three steps: (1) frame blocking and peak calculation, (2) fitting and adjustment of a polynomial, and (3) calculation of area under the MVC by using Simpson's rule. To make a decision about the gender, a binary classifier SVM is used.

2.1. Frame Blocking and Peak Determination. The speech signal, as shown in Figure 2(a), is recorded at the sampling frequency of 16 KHz. A speech signal can be considered dynamic in nature because it changes with time. Therefore,
analysis for whole speech is not possible due to variation in a speech signal. It is the reason that speech may be divided into small frames ranging within 10–40 milliseconds. The variation in size of a frame from 10 to 40 milliseconds is not critical; however, a frame of size 32 milliseconds has provided slightly better results than a frame of lengths 16 and 25 milliseconds [24].

To determine the MVC, peaks are found after blocking the whole speech signal into frames. The length of each frame is 32 milliseconds, and it contains 512 samples. The peaks higher than a certain threshold value \( \text{thresh} \) are determined in each frame. The \( \text{thresh} \) is calculated for the whole speech signal by using (1) and kept the same for all the frames of that signal. A frame showing the calculated peaks is depicted in Figure 2(b):

\[
\text{thresh} = (\text{amp}_{\text{Max}} - \text{amp}_{\text{Min}}) \times 0.1 + \text{amp}_{\text{Min}},
\]

where \( \text{amp}_{\text{Min}} \) and \( \text{amp}_{\text{Max}} \) are 3% and 97% percentiles of the amplitude in a speech signal, respectively. The \( \text{thresh} \) varies from signal to signal. Different words exhibit different patterns of the waveform, and, hence, amplitude in a speech signal is also varied. Therefore, to calculate the \( \text{thresh} \) automatically for each speech signal, (1) is implemented. The relation provided in (1) has also been used successfully in other applications to determine the threshold [25].

2.2. Fitting and Adjustment of the Polynomial. After the calculation of the peaks in each frame, they are joined together. Then, a polynomial of degree three, \( g(x) \), is fitted through these peaks to form a curve as shown in Figure 3; the curve is composed of diamonds. It can be observed from Figure 3 that the fitted polynomial passes through the peaks points, hence, not making an envelope over the joined peak points. Therefore, a factor given by (2) is added in the polynomial \( g(x) \) to get the MVC:

\[
\text{factor} = (\max (\text{peaks}) - \max (g)) \times 0.70,
\]

where “peaks” is a vector containing peaks of all frames and \( g \) is a vector containing all points on the fitted polynomial \( g(x) \). Equation (2) provided a factor to adjust the fitted polynomial \( g(x) \) which is equivalent to the 70% of the difference between the highest peak and the maximum point on \( g(x) \). To avoid the biased peaks, the 70% of the difference is considered; otherwise, the adjusted curve will be misfitted and will not make an envelope over the peaks. After adding the factor in the fitted polynomial, the MVC composed of “∗” is shown in Figure 3 and is obtained as

\[
\text{MVC} = g(x) + \text{factor}.
\]

2.3. Area Calculation. Finally, to obtain the voice intensity, the area under the MVC is calculated with Simpson’s rule of numerical integration [26–28], given by (4). The rule divides the region under the MVC into trapeziums, as shown in Figure 4, and calculates area for each trapezium. Then, it takes summation of the area of all trapeziums to provide the total area under the MVC. Simpson’s rule calculates area as follows:

\[
\text{Area} = \int_{a}^{b} f(x) \, dx \\ \\ \approx \frac{h}{3} \left( y_{0} + 4y_{1} + 2y_{2} + 4y_{3} + 2y_{4} + \cdots + y_{n} \right),
\]

where \( a \) and \( b \) are the first and the last points on the MVC.

The number of trapeziums under MVC is represented by \( n \). In Simpson’s rule, good approximation for area under
a curve can be achieved by increasing $n$ because error in approximation of area decreases as the number of trapeziums increases. The consideration of large value for $n$ is also not feasible because it will increase the computational cost. The value of $n$ is always even in Simpson's rule and it is set to 50 in this study after trying $n = 20, 50, 100,$ and 150.

2.4. Support Vector Machine. SVM was proposed by Vapnik [29] and it becomes popular due to its good performance and low computational cost as compared to other classification techniques such as GMM and Hidden Markov Model (HMM). In the developed AGD system, the SVM takes the area under the MVC to make the decision about gender of the speaker. SVM constructs a decision surface (hyperplane) to maximize the distance between two classes, a positive class and a negative class [30]. The dimension of hyper plane depends on the dimension of feature vector given to SVM.

In this study, SVM is implemented by using LIBSVM [24] with a radial basis function (RBF) as kernel, given by

$$K(x, x') = \exp\left(-\gamma \|x - x'|^2\right),$$

where $x$ is the training sample, $x'$ is the testing sample, and $\gamma$ is a free parameter. SVM is a linear classifier; however, in most of the cases, data is not linearly separable. Therefore, kernel function is implemented to map the original input space to higher dimensional space, where features are linearly separable. During implementation, male speakers are represented as a positive class and female speakers are represented as a negative class.

### 3. Material

To evaluate the proposed feature independent of the text and language, two different databases are used. The language of the first database is English, and that of the second is Arabic. Both databases are recorded by using different recording systems and environments, and the spoken text is also different in them.

3.1. TIMIT Database. The DARPA TIMIT Acoustic-Phonetic Continuous Speech Corpus (TIMIT) [31] is used to perform the experiments with English language. The database contains 630 speakers of eight different dialect regions of the United States. Each speaker has recorded 10 sentences at sampling rate of 16 KHz by a condense microphone, where sentence 1 and sentence 2 are the same for all speakers. These fixed sentences are as follows.

**Sentence 1.** She had your dark suit in greasy wash water all year.

**Sentence 2.** Do not ask me to carry an oily rag like that.

Only one utterance of these sentences is available because each speaker has recorded these sentences only once. Database includes speakers of many dialect regions but, in this study, we included only those dialect regions in which the total number of speakers is about 100 and contained at least 30 female speakers. Numbers of speakers in dialect regions 2, 4, and 5, labeled as D2, D4, and D5, are 102, 100, and 98, respectively, while the numbers of male and female speakers in each dialect region are listed in Table 1.

Table 1: Number of male and female speakers in different dialect regions.

<table>
<thead>
<tr>
<th>Dialect regions</th>
<th>Label</th>
<th>Number of speakers</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Male</td>
<td>Female</td>
</tr>
<tr>
<td>2</td>
<td>71</td>
<td>31</td>
</tr>
<tr>
<td>4</td>
<td>69</td>
<td>31</td>
</tr>
<tr>
<td>5</td>
<td>62</td>
<td>36</td>
</tr>
</tbody>
</table>

Twelve words, randomly selected, are extracted from sentences 1 and 2. So the total number of available samples for experimentation is 3600 ($= 300 \times 12$). The list of the extracted words is presented in Table 2. The second column provides the position of the word in the sentence. For instance, the first entry of the second column represents that “Dark” is at fourth position in sentence 1.

Table 2: List of selected words.

<table>
<thead>
<tr>
<th>Sentence</th>
<th>Word position</th>
<th>Word</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>4</td>
<td>Dark</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>Suit</td>
</tr>
<tr>
<td>7</td>
<td>7</td>
<td>Greasy</td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>Wash</td>
</tr>
<tr>
<td>9</td>
<td>9</td>
<td>Water</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>All</td>
</tr>
<tr>
<td>11</td>
<td>11</td>
<td>Year</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>Ask</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>Carry</td>
</tr>
<tr>
<td>7</td>
<td>7</td>
<td>Oily</td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>Rag</td>
</tr>
<tr>
<td>9</td>
<td>9</td>
<td>Like</td>
</tr>
</tbody>
</table>

3.2. The Arabic Database. The Arabic database [32] contains speech samples of 71 speakers: 53 males and 18 females. Each speaker has recorded one utterance of each Arabic digit from one to nine, as listed in Table 3. Speakers recorded the digits with a professional side-address condenser microphone (SHURE PG42) connected to a high-quality mixer (Yamaha MW12CX) at sampling rate of 16 KHz.

### 4. Experimental Setup and Results

Various experiments are performed to investigate the performance of the proposed feature by using English and Arabic database. Numbers of male and female speakers are not the same in the selected regions D2, D4, and D5 in the English database. So, firstly, one experiment for each dialect region is performed to check the biasness of the proposed feature for gender imbalanced corpus. Secondly, few experiments are performed after making the corpus balanced. Thirdly, noise of different SNRs is added to investigate the robustness of the
Table 3: List of Arabic digits and their IPA.

<table>
<thead>
<tr>
<th>Digits</th>
<th>Symbol</th>
<th>In roman English</th>
<th>In Arabic IPA</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Wahed</td>
<td>wa: hid</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Athnayn</td>
<td>?θ-nin</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Thalathah</td>
<td>θa-la-θah</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Arbaah</td>
<td>ar-ba-'ah</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Khamasah</td>
<td>xam-sah</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Setah</td>
<td>Sit-tah</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Sabah</td>
<td>Sab-'ah</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Thamanyah</td>
<td>θa-ma-ni-jah</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Tesah</td>
<td>tis-'ah</td>
<td></td>
</tr>
</tbody>
</table>

Figure 5: The experimental setup.

Sensitivity (SE): the likelihood that the system detects male when the input is male speaker,

\[
SE = \frac{TP}{TP + FN}. \quad (6)
\]

Specificity (SP): the likelihood that the system detects female when the input is female speaker,

\[
SP = \frac{TN}{TN + FP}. \quad (7)
\]

Accuracy (ACC): the ratio between correctly detected files of the genders and the total number of files,

\[
ACC = \frac{TP + TN}{TP + TN + FP + FN} \times 100. \quad (8)
\]

Area under curve (AUC): the area under the Receiver Operating Characteristic (ROC) curve.

4.1. Gender Detection with Imbalanced Corpus. In this section, the experiments are performed to observe the accuracy of the proposed AGD system by using each word individually and all words simultaneously. In all experiments, numbers of male and female speakers are different.

4.1.1. Gender Detection by Using Individual Words with Imbalanced Corpus. The results of gender detection for each word listed in Table 2 are summarized in Table 4. The dialect region D5 is used in these experiments as it has more number of females as compared to D2 and D4. The highest result for TP is 93% for word 1, and for TN it is also 93% but for word 2. The maximum achieved accuracy is for word 2 and it is 90%. Table 4 provides the analysis of all words in terms of different performance metrics so that we may observe the contribution of each word to gender detection. A comparison of different words having good results in terms of TP, TN, and ACC is depicted in Figure 6.
Table 4: Results for gender detection with individual words by using the proposed feature.

<table>
<thead>
<tr>
<th>Performance measures</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>TP (%)</td>
<td>93</td>
<td>86</td>
<td>52</td>
<td>72</td>
<td>72</td>
<td>72</td>
<td>48</td>
<td>55</td>
<td>72</td>
<td>83</td>
<td>59</td>
<td>41</td>
</tr>
<tr>
<td>TN (%)</td>
<td>52</td>
<td>93</td>
<td>86</td>
<td>48</td>
<td>41</td>
<td>48</td>
<td>83</td>
<td>69</td>
<td>69</td>
<td>83</td>
<td>69</td>
<td>66</td>
</tr>
<tr>
<td>FP (%)</td>
<td>48</td>
<td>7</td>
<td>14</td>
<td>52</td>
<td>59</td>
<td>52</td>
<td>17</td>
<td>31</td>
<td>31</td>
<td>17</td>
<td>41</td>
<td>34</td>
</tr>
<tr>
<td>FN (%)</td>
<td>7</td>
<td>14</td>
<td>48</td>
<td>28</td>
<td>28</td>
<td>28</td>
<td>52</td>
<td>45</td>
<td>45</td>
<td>28</td>
<td>41</td>
<td>41</td>
</tr>
<tr>
<td>ACC (%)</td>
<td>72</td>
<td>90</td>
<td>69</td>
<td>60</td>
<td>57</td>
<td>60</td>
<td>66</td>
<td>62</td>
<td>71</td>
<td>83</td>
<td>64</td>
<td>53</td>
</tr>
</tbody>
</table>

4.1.2. Gender Detection by Using All Words Simultaneously with Imbalanced Corpus. Area of all words for each speaker is calculated and then, fused before providing to SVM for gender detection. Twelve-dimensional feature vector is used for each speaker where each dimension represents an area of the word. The accuracy of 96% is achieved, where obtained SE and SP are 94% and 100%, respectively. Twenty-seven times, out of 28, system detects the gender correctly: 17 out of 18 for males and 10 out of 10 for females. The plot of area under the MVC for male and female speakers for word 9 of dialect region D5 is depicted in Figure 7. Dialect region D5 has 98 speakers: 36 females and 62 males.

By analyzing the results of gender detection by using words individually and all words simultaneously, it can be inferred that it is better to use more than one word to achieve high detection rate. Therefore, in the rest of the experiments, we will use all words simultaneously to achieve better gender detection rate. With all words listed in Table 2, the accuracy of 96% is achieved for D5. The number of male and female speakers in that experiment was 62 and 36, respectively.

It might be assumed that the proposed feature is biased when numbers of samples are different for male and female speakers. To provide the answer about biasness of the proposed feature, it is necessary to use the equal number of male and female speakers for the training and testing of the system. The only available option is to include the female speakers of other dialect regions. It will make a balance between both genders and it will increase the total number of speakers.

Table 5: Results of gender detection by using all words simultaneously for all dialect regions.

<table>
<thead>
<tr>
<th>Dialect region</th>
<th>Number of speakers (M + F)</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>D2</td>
<td>71 + 31</td>
<td>94%</td>
</tr>
<tr>
<td>D4</td>
<td>69 + 31</td>
<td>96%</td>
</tr>
<tr>
<td>D5</td>
<td>62 + 36</td>
<td>96%</td>
</tr>
</tbody>
</table>

However, before doing so, two more experiments for the dialect regions D2 and D4 are performed to investigate the effect of dialect regions. The obtained detection rates for D2 and D4 are 94% and 96%, respectively, which show that dialect regions do not affect the accuracy of the developed system and the performance of the proposed feature is good. Hence, speaker of different dialect regions can be grouped to make the number of male and female speakers equal. The accuracy for D2, D4, and D5 is mentioned in Table 5.

4.2. Gender Detection with Balanced Corpus. It is concluded in Section 4.1 that use of all words simultaneously provided good gender detection rate. Hence, we will continue with it in the rest of the experiments. In addition, the results in Table 5 show that the proposed feature is independent of dialects. Therefore, to make a balance between the numbers of males and females, we can combine speakers of different dialects, and the balanced corpus will be used in the rest of the experiments in this section.

Numbers of female speakers in the dialect regions D2, D4, and D5 are 31, 31, and 36, respectively and the same numbers of males are taken from these regions to make a balance between male and female speakers. Now, the total number of females is 98 (= 31 + 31 + 36) and the same number of male speakers makes the total number of speakers equal to 196.

A white noise of SNR of 10 db and 0 db is added to the balanced corpus to check the robustness of the proposed feature against noise, and the obtained results are compared with the existing system presented in [14]. The pitch and RASTA-PLP [33] were extracted in [14] from the clean and noisy speech, and eight Gaussians were considered to construct GMM. In this study, to determine the optimized parameters of GMM, mean, covariance matrix, and prior probability, the Expectation-Maximization (EM) algorithm [34] is implemented, while these parameters are initialized by using k-means algorithm [35]. In the GMM based gender detection system, a GMM for both genders is developed.
Table 6: Results of gender detection for existing and proposed systems with clean speech.

<table>
<thead>
<tr>
<th>Performance measures</th>
<th>4 Gaussians</th>
<th>8 Gaussians</th>
<th>16 Gaussians</th>
<th>Proposed system</th>
</tr>
</thead>
<tbody>
<tr>
<td>TP (%)</td>
<td>99.13</td>
<td>99.71</td>
<td>99.71</td>
<td>100.00</td>
</tr>
<tr>
<td>TN (%)</td>
<td>91.66</td>
<td>91.66</td>
<td>95.11</td>
<td>96.55</td>
</tr>
<tr>
<td>FP (%)</td>
<td>8.33</td>
<td>8.33</td>
<td>4.89</td>
<td>3.45</td>
</tr>
<tr>
<td>FN (%)</td>
<td>0.86</td>
<td>0.29</td>
<td>0.29</td>
<td>0.00</td>
</tr>
<tr>
<td>SE</td>
<td>0.99</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>SP</td>
<td>0.92</td>
<td>0.92</td>
<td>0.95</td>
<td>0.97</td>
</tr>
<tr>
<td>ACC (%)</td>
<td>95.4</td>
<td>95.68</td>
<td>97.41</td>
<td>98.27</td>
</tr>
<tr>
<td>AUC</td>
<td>0.9510</td>
<td>0.9734</td>
<td>0.9795</td>
<td>0.9845</td>
</tr>
</tbody>
</table>

test utterance, for detection of gender of a speaker, will be compared with both models. The model that has a maximum likelihood with the test utterance will be the gender of that test utterance.

4.2.1. Gender Detection for Clean Speech with Balanced Corpus. Two experiments are performed to observe the behavior of the proposed feature for clean speech. In the first experiment, 13 coefficients are extracted per frame in each word. The first coefficient is pitch, and the rest of the twelve features are 11th-order RASTA PLP coefficients. The extracted features are inputted to the GMM to construct the genders’ models by using 4, 8, and 16 Gaussians for male and female detection. The first experiment represents the existing AGD system presented in [14]. This experiment is performed to compare the results with our proposed features.

In the second experiment, the proposed feature provides one value (area under the MVC) for one word which makes the proposed system more efficient. Then, calculated area under the MVC is fed to SVM to make the decision about the gender type. The results of both experiments are provided in Table 6.

The accuracy of the proposed feature is 98.27%, which is better than the existing system. The proposed feature dominates in all performance parameters. The true male detection rate is 100%, and for female, it is 96.55%. Only 3.45% of the female speakers are detected as male, while no male speaker is recognized as female. The experiment for the existing system is performed with the different number of Gaussians to find the best detection rate for that system.

The ROC curve for each system is plotted to analyze their performance, as shown in Figure 8. False positive rate (1 – specificity) and true positive rate (sensitivity) are taken along x-axis and y-axis, respectively. All unique numbers in the decision values of SVM are considered as cut-off points to draw the curve accurately. For existing system, the decision values of the highest accuracy, that is, 97.41%, are used to plot the curve. The area under the ROC curve for the proposed feature is greater than the existing system.

4.2.2. Gender Detection for Noisy Speech with Balanced Corpus. To observe the behavior of the proposed feature in noisy environment, a number of experiments are performed with the speech containing white noise of SNR of 10 db and 0 db, and results are compared with the existing system. The results of the systems for SNR of 10 db and 0 db with different performance parameters are summarized in Tables 7 and 8, respectively.

By observing the obtained results, it can be inferred that the feature obtained by calculating area under the MVC can perform well even in noisy environments for the gender detection, and, again, it dominates the RASTA-PLP in most of the performance parameters. The proposed feature has provided accuracies of 96.55% and 94.82% for the SNR of 10 db and 0 db, respectively, which are better than the existing system. The ROC curves for both SNRs for existing and proposed feature are depicted in Figures 9 and 10.

4.3. Gender Detection with Arabic Corpus. To endorse the truths about the proposed feature that it can achieve good
Table 7: Results of gender detection for existing and proposed systems with SNR of 10 db.

<table>
<thead>
<tr>
<th>Performance measures</th>
<th>Existing system</th>
<th>Proposed system</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>4 Gaussians</td>
<td>8 Gaussians</td>
</tr>
<tr>
<td>TP (%)</td>
<td>89.37</td>
<td>97.13</td>
</tr>
<tr>
<td>TN (%)</td>
<td>83.33</td>
<td>89.66</td>
</tr>
<tr>
<td>FP (%)</td>
<td>16.67</td>
<td>10.34</td>
</tr>
<tr>
<td>FN (%)</td>
<td>10.63</td>
<td>2.87</td>
</tr>
<tr>
<td>SE</td>
<td>0.89</td>
<td>0.97</td>
</tr>
<tr>
<td>SP</td>
<td>0.83</td>
<td>0.90</td>
</tr>
<tr>
<td>ACC (%)</td>
<td>95.25</td>
<td>93.96</td>
</tr>
<tr>
<td>AUC</td>
<td>0.9612</td>
<td>0.9732</td>
</tr>
</tbody>
</table>

Table 8: Results of gender detection for existing and proposed systems with SNR of 0 db.

<table>
<thead>
<tr>
<th>Performance measures</th>
<th>Existing system</th>
<th>Proposed system</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>4 Gaussians</td>
<td>8 Gaussians</td>
</tr>
<tr>
<td>TP (%)</td>
<td>89.37</td>
<td>97.13</td>
</tr>
<tr>
<td>TN (%)</td>
<td>83.33</td>
<td>89.66</td>
</tr>
<tr>
<td>FP (%)</td>
<td>16.67</td>
<td>10.34</td>
</tr>
<tr>
<td>FN (%)</td>
<td>10.63</td>
<td>2.87</td>
</tr>
<tr>
<td>SE</td>
<td>0.89</td>
<td>0.97</td>
</tr>
<tr>
<td>SP</td>
<td>0.83</td>
<td>0.90</td>
</tr>
<tr>
<td>ACC (%)</td>
<td>86.35</td>
<td>93.39</td>
</tr>
<tr>
<td>AUC</td>
<td>0.8867</td>
<td>0.9645</td>
</tr>
</tbody>
</table>

Figure 9: ROC curves of existing and proposed systems for noisy speech 10 db.

Figure 10: ROC curves of existing and proposed systems for noisy speech of 0 db.

detection rate for other spoken languages and it is independent of text and recording equipment, few experiments are performed. This investigation is performed by using Arabic digits from one to nine, listed in Table 3, uttered by 53 male and 18 female speakers. The area of the MVC is measured by
Table 9: Results of gender detection for existing and proposed systems with Arabic digits.

<table>
<thead>
<tr>
<th>Performance measures</th>
<th>Existing system</th>
<th>Proposed system</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>4 Gaussians</td>
<td>8 Gaussians</td>
</tr>
<tr>
<td>TP (%)</td>
<td>92.5</td>
<td>94.3</td>
</tr>
<tr>
<td>TN (%)</td>
<td>88.9</td>
<td>94.4</td>
</tr>
<tr>
<td>FP (%)</td>
<td>11.1</td>
<td>5.6</td>
</tr>
<tr>
<td>FN (%)</td>
<td>7.5</td>
<td>5.7</td>
</tr>
<tr>
<td>SE</td>
<td>0.92</td>
<td>0.94</td>
</tr>
<tr>
<td>SP</td>
<td>0.88</td>
<td>0.94</td>
</tr>
<tr>
<td>ACC (%)</td>
<td>91.5</td>
<td>94.3</td>
</tr>
<tr>
<td>AUC</td>
<td>0.93</td>
<td>0.95</td>
</tr>
</tbody>
</table>

Following the steps depicted in Figure 1 and given to SVM for detection of the gender.

Area of each digit is calculated for every speaker, so the dimension of feature vector for each speaker is nine when it is fed to SVM. The decision values obtained, during the classification of genders, by SVM are plotted in Figure 11. The area under the MVC of one or two utterances could be plotted easily, but in this experiment, areas of nine digits are fused. The interpretation of such multidimensional features is not easy to understand by a human mind. Therefore, studies based on multidimensional analysis introduce machine learning stage in the systems [36], and decision values obtained from the classifier can be considered as discriminate measures between classes. Hence, in Figure 11, we have plotted the decision values obtained from SVM.

It can be observed from Figure 11 that the values for the positive and negative classes are perfectly classified. There is no room for the confusion of the genders with each other as they are separated by good margin. The obtained accuracies for the genders are 100%. TP and TN are also 100% while FN and FP are 0% for both male and female. The results of the existing system and proposed system are provided in Table 9. The performance of the proposed system is much better than that of the existing system.

5. Discussion

A noise robust AGD system by using the proposed feature is developed in the study. The proposed feature depends on the voice intensity of a speech signal. In human voice production system, air pressure generated by lungs passes through the windpipe, also known as a trachea. The generated pressure vibrates the vocal folds which reside right on the top of the trachea. The vibration of the vocal folds, open and close, produces a voice which travels through human’s mouth and generates speech. The characteristics of the voice vary from person to person due to varying shape, length, and thickness of the vocal folds. Therefore, voices of people feel significantly different from each other. The length of the vocal folds for a human usually lies between 12 and 24 millimeters (mm), whereas the thickness is 3 to 5 mm [37].

The size of the vocal folds also depends on the gender of human beings. The vocal folds length for female is approximately from 12.5 mm to 17.5 mm, while for a male, the length is from 17.5 mm to 24 mm [38]. Due to longer vocal folds, the pitch of male’s voice becomes lower, and, therefore, the voice of a male feels heavier than that of a female. The heavy voice contains more voice intensity, and it is the main motivation to propose a new type of feature for gender detection. The proposed feature measures the voice intensity of the speech signal by calculating area under the MVC. It can be seen in Figure 7 that calculated area under MVC for male speakers is larger than that for a female speaker because the voice of a male has more intensity than a female speaker.

The proposed feature does not rely on the accurate estimation of the fundamental frequency which is itself a difficult task. Most of the acoustic features such as formants, harmonic-to-noise ratio, and pitch estimation depend on accurate estimation of the fundamental frequency. If fundamental accuracy is not determined accurately, the systems based on such a type of features may affect the results. In study
[19], the author claimed that traditional speech features may not perform well in a gender detection system. Therefore, a new type of feature is proposed in this study for automatic gender detection.

The developed AGD system has been evaluated in different ways by using clean speech, noisy speech, balanced speech corpus, imbalanced speech corpus, two spoken languages, and different recording systems/environments and text.

For the gender imbalanced corpus, the obtained detection rates are in the range of 94% to 96% for the D2, D4, and D5. After making the gender corpus balance by including the female speakers of the three dialects, the true positives (TP) are 100% and true negatives (TN) are 96.55% for the proposed feature. For the existing system, the best TP and TN are obtained with 16 Gaussians, and they are 99.71% and 96.55%, respectively. The accuracy and the area under the ROC curve for the proposed feature are also better than those for the existing system.

The gender detection rate of the proposed system for noisy speech is also higher than that of the existing system. The TP and TN for both SNRs of 10 db and 0 db are 100% and 89.65%, respectively. For existing system, the obtained TP is 97.13% with 8 Gaussians, and the TN is 91.09% with 16 Gaussians for both SNRs. The area under the ROC curve for the proposed feature is 2.84% better than that for the existing system for 10 db and 3.45% for 0 db.

The proposed feature has provided promising result with the Arabic digits. All males and females are perfectly classified by the feature and obtained detection rate is 100%. The results also show that the feature is capable of detection of genders with any spoken language. Overall, the proposed feature performed well under different circumstances. The word by word experiments for gender detection show that proposed feature can help in finding the words and phonemes that can provide good detection rate.

To observe the statistical significance, Mann-Whitney U test is performed at 5% significant level. The obtained p value for clean speech is $10^{-15}$, for 0 db noise is $12^{-4}$, and for 10 db noise is $15^{-4}$. All p values are less than 0.05 which reject the null hypothesis that decision values of male and female speakers are from continuous distribution with equal medians. The Mann-Whitney U test shows that the proposed system can differentiate between males and females significantly.

6. Conclusion

A new type of feature for the gender detection system is proposed in this study. The developed system can be used in the mobile healthcare systems as it provided good detection rate in both normal and noisy environments. The use of the proposed system with the mobile healthcare systems may assist the doctors in assessing and prescribing appropriate medication to the patient.

The proposed system determines the MVC of the speech signal and then finds area under the MVC to differentiate between male and female speakers. The area under the MVC represents the voice intensity of a speaker. The voice intensity of a speaker is highly dependent on the vocal folds. The size of the vocal folds in a male speaker is longer than that in a female speaker which makes the voice of a male heavy. Therefore, male speakers have more intensity in their voices than females.

Many experiments are performed by using two databases of different languages to evaluate the proposed method and to test its validity under different circumstances. With the help of conducted experiments, we can conclude that the proposed feature can perform equally well in any language. It is unbiased and independent of language, spoken text, and recording equipment. Moreover, the proposed feature is able to provide good detection rate even for the noisy environment. All obtained results are better than the existing AGD system.
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