Collecting Big Data from Automotive ECUs beyond the CAN Bandwidth for Fault Visualization

1. Introduction

The software installed in an automotive electronic control unit (ECU) has increased significantly in size and complexity. This automotive software is responsible for features directly connected to the user's safety, such as the advanced driver assistance system (ADAS) or the adaptive cruise control (ACC). Automotive software is developed using the V-model development process, with corresponding verifying methods in each stage. The verification method is separated into model, software, processor, and hardware-in-the-loop (MiL, SiL, PiL, and HiL) tests, depending on the integration level of each stage. Among them, the HiL test is performed to check whether the functions meet the requirements through the interaction between the software mounted on the completely developed ECU and the peripheral hardware [1].

In the HiL test, the HiL simulator provides input to the target hardware, which is treated as a black box, and observes the corresponding results [2]. When the faults are detected in the test results, the developers should proceed to the debugging. Mostly, debugging the hardware is proceeded by using the interface such as joint test action group (JTAG) to monitor the internal behavior of the target. But, there are some limitations to obtaining the debugging information in the HiL test environment. First, when performing the test with the completed ECU form, it is hard to modify the hardware when debug interfaces, such as JTAG and the background debug mode (BDM), do not exist or are not exposed. Further, stopping the system arbitrarily, for example, to obtain debugging information, is limited. To interrupt the HiL test in progress at any time, both the ECU and the HiL simulator must be stopped at the same time. However, the HiL simulator is configured independently from the ECU; thus, there is a limit to simultaneously operating it at the system-clock level [3].

Meanwhile, the memory information collected periodically during the program execution can be utilized as debugging information. Embedded systems, such as the ECU, execute the actions defined in a program by loading data from memory and storing the updated data. These operations are performed using memory-interface instructions defined in the program [4, 5]. In other words, observing the logs that uses the memory can be useful for understanding the program operation. However, since the information generated...
regularly in the memory is large, techniques for transmitting the data are required. For example, over 3 MB of data is generated per second when 32 KB of data is generated every 10 ms. To provide the data generated during the HiL test to the developer, the following challenges should be considered.

First, methods are needed for overcoming the network bandwidth limitation. The FlexRay, controller area network (CAN), and local interconnect network (LIN) can be utilized to transfer the large amount of memory data generated inside the ECU while executing the HiL test to the outside [6]. Among them, the FlexRay, which is not commonly used in the ECU, is unsuitable for general use. The LIN cannot be used for large data transmissions because of its low bandwidth: about 20 Kbps [7]. Therefore, the CAN protocol is appropriate for collecting massive memory data [8]. However, since the CAN’s maximum transfer rate is 1 Mbps, the amount of data that can be transmitted in the above environment is 1.25 KB per 10 ms; that is, 96% of the data is lost. An additional technique is required to overcome this limitation.

Attempts have been made to overcome the limitations when transferring large amounts of data using CAN by modifying the CAN protocol or compressing and fragmenting data. However, existing methods are improper for the large data transmissions required in the HiL test environment. First of all, the technique for modifying the CAN protocol requires a revision in the communication driver to identify the modified protocol [9–11]. Secondly, the technique to compress the data can interrupt the existing operation because it incurs an extra load on the processor. Moreover, when the compression ratio does not satisfy the requirement, the amount of uncompressed data can be lost or communication can be delayed [12–16]. Lastly, in the technique to fragment the data, since the ECU has a limited buffer size, the previously generated, unsaved data can be lost [17].

Meanwhile, by using the transfer technique in Figure 1(a), a large amount of memory data can be transmitted outside of the ECU using CAN by repeating the simulation. Due to the automotive software characteristics that take charge of the user’s safety and require strict real-time operation, the variables for a specific function always operate deterministically [18]. Using this characteristic, the data generated in each separate region is sent by repeating the simulation. The size of each memory region is determined by considering the memory size, the communication environment, and the ECU operation period. The transferred data is stored in the database along with its order information. Using this technique, large amounts of data can be sent outside without requiring hardware modifications or interfering with existing operations.

When providing the memory data collected from the ECU to the developer and tester, it is more effective to provide a visualized image than text [19, 20]. When the collected data is provided in text, they must check the values collected from the 32-KB memory generated every 10 ms. However, by providing an image, the developer can observe the updates of each memory address on a 256 × 128-entry image. Based on the information in the image, the developer can intuitively select a focus area. The collected memory data can be visualized as shown in Figure 1(b). The data collected periodically during the simulation, from $t_0$ to $t_n$, is stored in a database. The memory-update information in $t_1$ can be acquired by comparing it with the data generated in $t_0$. The memory-update information in $t_2$–$t_n$ can be similarly acquired. By visualizing the acquired memory-update information, it is possible to monitor the operations in the memory via images during the program execution. In addition, it is possible to shorten the debugging time by eliminating unnecessary information that is not related to the operations.

Therefore, in this paper, we propose techniques for collecting the large amount of memory data generated periodically in the ECU during the HiL test and visualizing the text data effectively. First, we segment the memory area into a size that can be transferred per unit time, considering the size of the memory and the communication environment. Then, we repeat the simulation for each segmented area to collect the data generated there. Lastly, we acquire the memory-update
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**Figure 1**: Collecting and visualizing memory data beyond the CAN bandwidth.
information from the collected data to visualize the update information in each unit time and the cumulative update frequency in each address. By using our proposed method, massive data generated from the ECU can be transmitted to the external database. The collected data can be useful information for the developers to understand the defective behavior of the target.

The rest of this paper is organized as follows. Section 2 explains the limitations to acquiring debugging information in the general HiL test environment and existing methods to overcome the CAN bandwidth. In Section 3, methods to collect memory data using the data-cascading method and the visualization of the collected data are explained. In Section 4, modules to process the proposed methods are described. Section 5 presents the implementation of the methods and the verification of the collected data. The conclusion is presented in Section 6.

2. Related Work

In this chapter, the automotive HiL test, the limitations that occur when acquiring debug information in an environment with restricted hardware modifications, and limitations in utilizing system resources are described. Then, to overcome the transmission limit of the CAN protocol, a conventional method for transferring a large volume of data and its limitations for applying them in the HiL test environment are explained.

2.1. Hardware-in-the-Loop (HiL) Testing. Automotive software is developed in accordance with the V-model development process and has a variety of verification methods, depending on the level of system integration at each stage. Among them, the HiL test takes charge of testing the interaction between the software mounted on the fully developed ECU and the peripheral hardware. The reasons for performing the HiL test are as follows. First, by building a simulation environment, it is possible to reduce the costs incurred in initially establishing and then maintaining a real-car environment [21]. Furthermore, improving the test coverage, increasing the test reproducibility, and shortening the test time can be accomplished through test automation [22].

In general, the HiL test environment consists of a host PC, the HiL simulator, and the ECU. The host PC transfers the test scripts to the HiL simulator; they include use scenarios for running the completely developed software in an automobile according to the testing purpose. The HiL simulator receives the test script from the host PC via a high-speed network such as Ethernet and delivers the test inputs stated in the script to the ECU via I/O or communication interfaces. Lastly, the system under test is composed of the ECU and the peripheral hardware. The ECU in the system receives the inputs based on the test script, performs the operation according to the inputs, and delivers the output to the HiL simulator to determine the presence of faults.

However, obtaining debug information on the occurred faults has the following limitations. Firstly, it is impossible to use commonly used hardware debuggers, such as JTAG or BDM, when the interfaces are either absent or not exposed to the outside [22]. As the testing process proceeds to subject the completely developed ECU, modifications for appending a debugging interface are prohibited. When debugging ports are available to use, the test cannot be stopped arbitrarily to collect data because of the test script which includes the use scenario. To suspend the HiL test, not only the ECU, but also the HiL simulator must be stopped at the exact same time. However, the HiL simulator, which differs from an In-Circuit Emulator (ICE) or a software debugger, is configured independently of the ECU; thus, it is limited to simultaneously controlling both systems at the system-clock level. In addition, utilizing the source code to detect the behavior causing the fault is restricted, because the testing target is treated as a black box.

Meanwhile, embedded systems such as ECUs use memory-interface commands, such as MOVE, LOAD, or STORE, to acquire data stored in the memory for processing the operation and to store the data into memory, for example, RAM. In other words, since RAM is utilized to store the data changed during the operation stated in the test, periodically monitoring the data updates in memory can be used to trace the behavior of the program processed inside the ECU. Therefore, by monitoring the memory of the ECU during the program execution in the HiL test environment, it is possible to acquire debugging information related to the faults [4, 5].

2.2. Transferring Large Automotive Data Using the CAN Bus. The CAN (Controller Area Network) is a protocol that is commonly used in all ECUs, with a transmission rate from 25 Kbps up to 1Mbps. However, such a transfer rate is optimized to share small but critical values, such as RPM (revolutions per minute) or temperature values [23]. Thus, in addition to the state information generated while performing conventional operations, another approach is needed to overcome the transmission limitations when transferring to the outside the large amount of data that is also generated during the operation, for example, additional information for debugging. The following techniques have been proposed for using the CAN to transfer big data.

Firstly, methods for improving the CAN protocol’s bandwidth have been proposed. The CAN+ protocol increases the amount of data that can be sent in a message by setting the high-transfer rate in the gray zone existing between regions for synchronizing and sampling the data [9, 10]. FastCAN overcomes the transfer limits by adding an extra bus to the network, which originally consisted of a single bus [11]. Further, it mediates messages via a new medium-access technique, allowing each node to efficiently access the bus. Although both approaches improve the transfer rate by 16 times or more, they cannot be utilized to transfer a large amount of data to the outside in the HiL test environment. When any field in the protocol is modified, except the data field, an overall conversion is required to allow the communication driver to recognize the data in that area. However, since the HiL test proceeds on the assumption that the manufacturing ECU is complete, hardware modifications are not appropriate.
Secondly, reducing the large volume of data by using a compression algorithm has been proposed. Wu et al. presented an algorithm which performs the delta compression to reduce the amount of data when it exceeds 5 bits [12]. Additionally, they suggested another approach to enhance the data compression ratio by rearranging different signals according to their characteristics [13]. In Miucic et al.’s research [14], additional control bits are used to compare the original data to the compressed data in order to send the smaller one. To enhance the algorithm proposed by Miucic, Kelkar suggested the method to diversify the parameters by utilizing the fields that represent the compression information [15]. In advance, the computation is reduced by positioning the compression information in front of the compressed data unlike the above [16]. However, applying such compression algorithms has the following restrictions in the HiL test environment. First, when the compression ratio does not satisfy the communication-bandwidth requirement, the surplus data can be lost. Furthermore, the existing test behavior can be interrupted since the operations for compressing data can be an additional burden on the processor.

Finally, a technique for dividing the data into a size that can be stored in a message has been proposed. The data is divided into segments that can be stored in a message, including the sequence information; then, each segment is transmitted [17]. Using the eight-byte data field in the CAN protocol, the data is stored in six bytes with two bytes of sequence information. In addition, the reserved bits in the control field are used to indicate fragmentation. However, this is not applicable to the HiL test, where a large amount of data is generated periodically inside the ECU. Embedded systems, such as ECUs, have limited storage buffers. Therefore, when monitoring the ECU while the HiL test is in progress and a large amount of memory data is repeatedly generated, there is a possibility that the data will overflow the storage buffer and be lost. Furthermore, when using reserved bits for sequence information, the communication driver must be changed to interpret the modified message, and this cannot be applied to the ECU in the HiL test.

3. Collecting Memory Data for Fault Visualization

This section explains the method for collecting large amounts of memory data periodically by using a data-cascading method in the ECU while executing the HiL test and the algorithm to calculate the memory-update information using the collected data. Moreover, methods for a developer to visualize the update information are suggested.

3.1. Data-Cascading Method for Collecting Extensive Memory Data. To transfer the large amount of memory data generated by the ECU in the HiL test, limitations must be overcome, such as restrictions in utilizing system resources or modifying the hardware. In the data-cascading method, extensive data was successfully transmitted by running a simulation repeatedly with the same test scenario [24]. Figure 2 illustrates the process of collecting the memory data generated inside the ECU using the above method. For example, considering the operation cycle of the system’s main task as 10 ms and the size of the memory to monitor periodically as $\text{D}_{\text{req}}$, the following process is executed to divide an area into the size of data that can be transferred in each cycle.

First, the number of messages that can be sent in one cycle is calculated by dividing the operation cycle into the time required to send one message successfully. In the example, three messages can be sent in one operation cycle ($\text{D}_{\text{req}}$, $\text{D}_{\text{req}}$, and $\text{D}_{\text{req}}$). By considering the bus occupancy of the existing operation, it is possible to calculate the number of messages that can be sent without affecting the execution. The size of the area that can be transferred per operation cycle is calculated by multiplying the size of the storable data in a message, excluding the sequence information.

In Figure 2, the area to monitor is divided into three regions, and the amount of data that can be sent in one cycle is $\text{D}_{\text{req}}$. Therefore, to collect the data generated in all of the regions, the simulation must be repeated three times. In the first simulation, the data corresponding to region $\text{D}_{\text{req}}$ is sent, and in the second simulation, the data corresponding to region $\text{D}_{\text{req}}$ is sent. This process is repeated until all the data regions are sent to the database.

To collect the data periodically generated in the monitored area, as in Figure 2, the number of divided areas and the simulation repetitions can be calculated using the following information:

(i) $P_{\text{task}}$: operation cycle of the system’s main task;
(ii) $P_{\text{msg}}$: minimum time to transfer a message;
(iii) $N$: number of messages that can be sent in $P_{\text{task}}$ ($P_{\text{task}}/P_{\text{msg}}$);
(iv) $D_{\text{req}}$: size of data generated in every $P_{\text{task}}$;
(v) $D_{\text{msg}}$: size of data stored in a message, excluding the order information;
(vi) $\text{OCC}$: occupancy of the communication bus for the existing operation.

By considering the existing bus occupancy, the number of messages to send in each cycle is calculated as $N \times D_{\text{msg}} \times (1 - \text{OCC})$. Finally, the number of area segments is calculated as dividing $D_{\text{req}}$ by $N \times D_{\text{msg}} \times (1 - \text{OCC})$, as in

$$\# \text{ of segments} = \frac{D_{\text{req}}}{N \times D_{\text{msg}} \times (1 - \text{OCC})}. \quad (1)$$

Meanwhile, the size of the data field in the CAN data frame is eight bytes. To utilize it efficiently, it is necessary to define the proper protocols. Figure 3 shows three protocol types; their detailed explanations follow.

(i) Data-Request Protocol (RP). The data collector in the host PC generates a data-request packet (RP packet) to send the transfer environment and the area to request to the transfer agent in the ECU. The information field is set to 1 to indicate that it is an RP packet. In the rest of the fields, the total number
of frames and the start and end addresses to monitor are included.

(ii) Cascading-Information Protocol (CIP). The transfer agent generates the cascading-information packet (CIP packet) to transfer the sequence information of the data currently transmitted. The information field is set to 1 to indicate that it is the CIP packet. The rest of the fields include the sequence information among the divided regions (offset) and the frame index of the frame to which the currently transmitted data belongs.

(iii) Data-Transfer Protocol (DP). The transfer agent generates a data-transfer packet (DP packet) to transfer the data with the sequence information in the divided regions. The information field is set to 0 to indicate that it is the DP packet. In the rest of the fields, six bytes of successive data is stored, and their starting address is stored in the base address field.

3.2. Computing the Memory-Update Frequency for Fault Visualization. Using the suggested method, the memory data generated in the ECU is collected to acquire the memory-update information. The memory data \(D_{\text{req}}\) is collected in every \(P_{\text{task}}\) during the execution time \(E\). Equations (2) and (3) represent the address range and the frame index.

The frame is defined in (4), which represents the set of data generated in each cycle.

\[
\text{Memory Address Set (A)} \equiv \{ a \mid D_{\text{req, start}} \leq a < D_{\text{req, end}}, a \text{ is an address}\}
\]  

\[
\text{Frame Index Set (I)} \equiv \{ k \mid 0 \leq k < \frac{E}{P_{\text{task}}}; k \text{ is a frame index}\}
\]  

\[
\text{Frame (} F_{a,k} \text{)} \equiv \{ v_{a,k} \mid \}
\]

Value stored in address \(a\) generated at time \(k \times P_{\text{task}}\), \(a \in A, k \in I\).

The memory-update information is calculated as in (5). By comparing two consecutive frames, the equation assigns 1 when the data has changed and 0 when the data has not changed, or it is the 0th frame.

\[
\text{Memory Update (} U_{a,k} \text{)} = \begin{cases} 0 & \text{if } k = 0 \\ 0 & \text{if } v_{a,k-1} = v_{a,k} \\ 1 & \text{if } v_{a,k-1} \neq v_{a,k} \end{cases} \quad (a \in A, k \in I).
\]
Using the equation above, it is possible to obtain the memory-update information of the $k$th frame. With this information, it is possible to calculate the cumulative update count for each memory address generated during execution, as expressed in

$$\text{Memory Update Frequency}(\text{UF}_{AI}) = \sum_{k \in I} U_{ak} \quad (a \in A).$$ (6)

3.3. Visualizing the Memory-Update Frequency. The collected memory data is stored in frames, as shown in Figure 4(a). Figure 4(a) represents $F_{A0} - F_{A3}$, which is the raw data stored in the database. By processing the raw data, $U_{AI1} - U_{AI3}, \text{UF}_{AI}$ can be obtained for visualization as Figures 4(b) and 4(c).

Visualizing $U_{AIk}$ in Each Time $k$ (Visualizing the Update Information in Each Frame). $U_{AIk}$ is visualized with the data acquired in (5). Except the 0th frame, the images are generated as the number of frames, and each image contains the information as $U_{AI1} - U_{AI3}$ in Figure 4(b). Each image shows whether an update occurred in each address. An address where no update occurred or randomly occurred can be checked differently to reduce the regions to monitor.

Visualizing $\text{UF}_{AI}$ (Visualizing the Total Update Frequency). $\text{UF}_{AI}$ is visualized in a single image. As shown in Figure 4(c), the information is provided with an image to grasp the approximate update frequency by using different colors to represent the number of updates. With this image, it is possible to reduce the time spent debugging by preferentially selecting the memory regions to monitor.

4. Design of Modified Architecture in the HiL Test Environment

To collect and visualize the data generated from the ECU while processing the HiL test, the following modules have been designed. Figure 5 depicts the modified architecture from the general HiL test environment. In the host PC, the data collector and visualizer are installed. In the ECU, a transfer agent is installed to perform the functions. The transfer agent in the ECU and the data collector in the host PC are connected to each other, using the CAN to exchange packets. The visualizer generates the images with the data from the database. A detailed explanation of each module follows.

4.1. Data Collector. The data collector is installed in the host PC and provides a UI (user interface) to receive the
Input:
CIP - Cascading information packet from transfer agent
DP - Data transfer packet from transfer agent

Output:
\[ v_{a,k} \sim v_{a+5,k} \] - Values generated at kth frame in address a to a + 5

(1) procedure RECEIVE DATA SEGMENTS
(2) begin
(3) \[ k \leftarrow \text{CIP.Frame} \]
(4) \[ \text{offset} \leftarrow \text{CIP.Offset} \]
(5) if DP received then
(6) \[ a \leftarrow \text{DP.Base} \]
(7) \[ \text{data}[\ ] \leftarrow \text{DP.Data}[\ ] \]
(8) Stores \( v_{\text{offset}+a,k} \sim v_{\text{offset}+a+5,k} \) into the database
(9) end if
(10) end
(11) end procedure

Algorithm 1: Algorithm of the data collector collecting the data.

Algorithm 2 shows an algorithm for calculating the update information by using the received data. First of all, when the data collector receives the CIP packet, it saves the value of the frame index into k by paring the packet (line (4)). Then, receiving the following DP packets, it stores the consecutive six bytes of data and their starting address into a (line (6)). If the value of k equals 0, it assigns the value 0 from \( U_{a,0} \) to \( U_{a+5,0} \) (lines (7)-(8)). If the value of k is greater than 0, it compares the received data to the data in the buffer to check the difference. When there is a difference, it assigns 1 to the area where the update occurred (lines (11)-(17)).

4.2 Transfer Agent. The transfer agent is implemented as independent software in the ECU; it exchanges packets with the data collector in the host PC by the connection to the CAN. It receives the RP packet from the data collector to obtain the range of memory to monitor and the total frame count. After obtaining the information, it captures the data according to the request, produces the DP packet, and sends it to the data collector. In addition, it sends a CIP packet to transmit the sequence information of the transmitting data. The algorithm for the above functions is depicted in Algorithm 3.

The transfer agent receives the RP packet from the data collector and the environment information, such as \( P_{\text{task}}, P_{\text{msg}}, D_{\text{req}}, D_{\text{msg}}, \) and OCC. With the information, the transfer agent operates as follows. Firstly, it obtains the value of the frame index and the start and end addresses of the memory area to monitor from the DP packet (lines (3)-(5)). Then, it divides the memory according to the environment information. The number of regions to divide...
Input:
CIP - Cascading information packet from transfer agent
DP - Data transfer packet from transfer agent

Output:
\[ U_{a,k} \sim U_{a+5,k} \] - The memory-update occurrence from address \( a \) to \( a+5 \) at \( k \)th frame

(1) procedure UpdateDecision
(2) begin
(3) buffer[ ] Temporary buffer for storing the data generated at \( k \)-th frame from address \( a \) to \( a+5 \)
(4) \( k \leftarrow \text{CIP.Frame} \)
(5) while Receiving data transfer packet do
(6) \( a \leftarrow \text{DP.Base} \)
(7) if \( k = 0 \) then
(8) \( U_{a,k} \sim U_{a+5,k} \leftarrow 0 \)
(9) else
(10) for \( i = 0 \) to \( 5 \) do
(11) if buffer[\( i \)] == \( \text{DP.Data[} i \text{]} \) then
(12) \( U_{a+i,k} \leftarrow 0 \)
(13) else
(14) \( U_{a+i,k} \leftarrow 1 \)
(15) end if
(16) end for
(17) end if
(18) buffer[] \leftarrow \text{DP.Data[ ]}
(19) end while
(20) return \( U_{a,k} \sim U_{a+5,k} \)
(21) end
(22) end procedure

Algorithm 2: Algorithm of the data collector operating the update decision.

4.3. Visualizer. The visualizer generates images to display the data stored in the database. Two types of images are generated in the visualizer. First, it generates a list of images containing the updated information in each address in each frame. It uses \( U_{A,k} \), calculated using (5), and generates the images for the number of frames to check the update information in every cycle. Areas where no updates occurred or areas unrelated to the operation can be filtered out. Second, it creates an image containing the total memory-information count in each address. It generates one image using \( UF_{A,I} \), calculated using (6). The image displays the update frequency in different colors to provide an intuitive understanding.

5. Experimental Results

5.1. Memory Data Acquisition. For the implementation, we appended the transfer agent, data collector, and the visualizer modules into the HiL test environment, as shown in Figure 5. The transfer agent and the data collector are installed in the ECU and the host PC to operate the algorithms in Section 4. The environmental information for the dividing memory regions is as follows:

(i) \( P_{\text{task}}: 10 \text{ ms} \);
(ii) \( P_{\text{msg}}: 300 \mu \text{s} \);
(iii) \( N = P_{\text{task}}/P_{\text{msg}} = (10 \times 10^{-3})/(300 \times 10^{-6}) = 33.33 \approx 33 \);
(iv) \( E: 4 \text{ s} \) (of frames = \( 4 \text{ s}/10 \text{ ms} = 400 \));
(v) OCC: 55%;
(vi) \( D_{\text{msg}}: 6 \text{ bytes} \);
(vii) \( D_{\text{req.start}}: 0 \);
(viii) \( D_{\text{req.end}}: 29,400 \);
(ix) Lab ID: 74.

In the environment above, \( D_{\text{req}} = 29,400 \) bytes, which means that the amount of data generated in every \( P_{\text{task}} \), which is 10 ms, is 29,400 bytes. Since CAN’s maximal bandwidth is about 1Mbps, while the data generated is about 3MB per second, this causes a loss of about 96% of the data in each cycle. The number of memory regions to divide was calculated as 330, using (7). Therefore, we repeated the
Input:
RP - Data request packet from data collector
\( P_{\text{task}} \) - Operation cycle of system main task
\( P_{\text{msg}} \) - The time required for sending one CAN message
\( D_{\text{msg}} \) - The size of data that can be stored in one CAN message
OCC - CAN bus occupancy of the existing operation

Output:
CIP - Cascading information packet to data collector
DP - Data transfer packet to data collector

(1) procedure SendDataSegments
(2) begin
(3) \( F \leftarrow RP.\text{Frame} \)
(4) \( a_{\text{start}} \leftarrow RP.\text{StartAddress} \)
(5) \( a_{\text{end}} \leftarrow RP.\text{EndAddress} \)
(6) \( x, y \leftarrow 0 \)
(7) \( D_{\text{req}} \leftarrow a_{\text{end}} - a_{\text{start}} \)
(8) \( \text{Seq} \leftarrow \text{CalculateSegments}(P_{\text{task}}, P_{\text{msg}}, D_{\text{req}}, D_{\text{msg}}, \text{OCC}) \)
(9) while \( y < \text{Seq} \) do
(10) while \( x < F \) do
(11) CIP.\text{Frame} \leftarrow x
(12) CIP.\text{Offset} \leftarrow y
(13) DP.\text{Base} \leftarrow \text{the address corresponding to offset } y
(14) DP.\text{data}[\cdot] \leftarrow 6 \text{ bytes of successive data starting from the address of } DP.\text{Base}
(15) Send CIP and DP to the data collector
(16) \( x \leftarrow x + 1 \)
(17) end while
(18) \( x \leftarrow 0, y \leftarrow y + 1 \)
(19) end while
(20) end
(21) end procedure

Algorithm 3: Algorithm of the transfer agent.

```
SELECT count(*) FROM memorydata WHERE labid = 74;

| Count(*) | 11750000 |
```

```
SELECT count(*) FROM memorydata WHERE labid = 74 AND updated = 1;

| Count(*) | 89956 |
```

(a) Amount of data collected during the test  (b) Number of updates occurring during the test

Figure 6: Data collection results and the total memory-update count from the HiL test.

Simulation 330 times to collect the data generated in the entire region. \( A \) and \( I \) can be obtained using \( E, P_{\text{task}}, D_{\text{req}, \text{start}}, \) and \( D_{\text{req}, \text{end}} \), in (8) and (9).

\[
\# \text{ of segments} = \frac{D_{\text{req}, \text{end}} - D_{\text{req}, \text{start}}}{N \times D_{\text{msg}} \times (1 - \text{OCC})}
\]

\[
= \frac{29,400 - 0}{33 \times 6 \times (1 - 0.55)} \approx 330
\]

\( A = \{a | 0 \leq a < 29,400; \ a \text{ is an address} \} \) \hspace{1cm} (8)

\( I = \{k | 0 \leq k < \frac{4}{10 \times 10^{-3}} \} \)

\[
= 400; \ k \text{ is a frame index}
\]

In the results shown in Figure 6(a), 400 frames of data, about 11,760,400 bytes, were collected successfully. About 85,956 updates occurred during the program execution; they were calculated using (5).

To verify the collected data, we used the Trace 32 hardware debugger [25]. Trace 32 is a tool that controls and monitors the target through a standard debug interface, such as JTAG or BDM, equipped inside the processor. It is possible to collect the variables, registers, and OS information by suspending the program during execution. However, there is a limit to collecting memory data during the HiL test because this process must stop the execution during the simulation. Therefore, to utilize Trace 32 for verification, we stopped the execution randomly and captured the data stored in the stack, which is a part of memory. We compared the captured stack with the data collected by the proposed method.
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Input:
- \( P_{\text{task}} \) - Operation cycle of system main task
- \( P_{\text{msg}} \) - The time required for sending one CAN message
- \( D_{\text{req}} \) - The size of memory to monitor
- \( D_{\text{msg}} \) - The size of data can be stored in one CAN message
- \( \text{OCC} \) - CAN bus occupancy of the existing operation

Output:
- \( \text{Seg} \) - the number of segments to slice

Algorithm 4: Function to calculate the number of segments.

\[
\text{function } \text{CALCULATINGSEGMENTS}(P_{\text{task}}, P_{\text{msg}}, D_{\text{req}}, D_{\text{msg}}, \text{OCC}) \\
\begin{align*}
N & \leftarrow D_{\text{msg}} / P_{\text{task}} \\
\text{Seg} & \leftarrow D_{\text{req}} / (N \times \text{OCC} \times D_{\text{msg}}) \\
\text{return } \text{Seg} \\
\end{align*}
\]

5.2. Application. To visualize the data collected by the method proposed in this paper, we used the MFC (Microsoft Foundation Class) framework and the VTK (Visualization...
Tool-Kit) library, which is open source based on OpenGL [26]. In addition, we utilized the GNU binary utilities to acquire information such as the stack or section, which can be generated by static analysis [27]. Using this information can reduce the area to check for debugging by filtering out unnecessary information, based on the symbol or section information mapped at each address and the memory-update frequency. Using the symbol information, we can distinguish the variables that are not necessary to understand the operation, such as the OS stack for which the memory-update frequency is meaningless or the buffer and timer which are used dynamically [5]. Therefore, the debugging time can be shortened by reducing the fault candidates in accordance with the symbol information. With the processed data mentioned above, it is possible to create two image types using the visualization methods proposed in this paper.

Visualizing $U_{A,I}$ (Visualizing Total Update Frequency). Figure 8 shows an image containing the total update frequency during the program execution for each address. Each value has a different color according to the number of updates. The higher number of updates has a color close to purple and red, and the lower number of updates has a color close to green and yellow. The areas where no updates occurred are white. The candidates to check for debugging can be reduced by filtering out the variables that have no relevance to the operation or where the update frequency is meaningless.

In Figure 8, $\bigcirc$ is related to the stack used in the OS, $\ominus$ is the buffer area, and $\bigotimes$ is the counter and timer area. Each area has characteristics, such as having dynamic values or being temporarily used as buffers, and the stored data value has meaning while its update information is meaningless. Therefore, these areas can be represented as white to reduce the fault candidates. By using the image in Figure 8, developers can select the focus area based on the total update frequency related to the operation.

Visualizing $U_{A,k}$ in Each Time $k$ (Visualizing Update Information in Each Frame). The memory-update information in each frame is visualized in Figure 9. The left side of the figure is a list of images containing the memory-update information that occurred in every cycle of the system's main
task during the execution. Each image in the list can be expanded to the right side of the image. Gray means that it has no relevance to the operation or no updates that occurred during the execution. Red means an update that occurred in the selected time. White means that an update that occurred during execution, but not in the selected frame. With the list of images, a developer can understand the memory-update phenomenon during execution in the area from Figure 8 that the developer selected to focus. Using this information, the developer can grasp when a fault occurred. The data stored in each frame is also provided in the form of a table.

With the utilization above, developers have the following advantages for understanding the causes of faults generated during the HiL test. First, it is possible to catch both the time point when the fault occurred, using the memory-update information, and also visual information, such as the combination of symbols causing the faults, in environments where source code use is restricted, such as black-box testing. In addition, since the size of the memory data collected periodically is large, it is more effective to intuitively access the cause of the faults using images such as Figures 8 and 9 rather than that provided in the text.

6. Conclusion

In this paper, we proposed a method to collect large amounts of memory data generated inside the ECU by using CAN to monitor the behavior in the HiL test environment, where using a general debugger, utilizing additional system resources, and modifying the hardware are restricted. In the proposed method, we divided the memory into a size that could be sent during the operation cycle, considering the communication environment. Then, we repeated the simulation with the same test script to collect the entire data region, and the collected data was verified. In addition, we provided useful information to access the cause of faults by visualizing data obtained from the memory-update information.

A large amount of data could be transmitted using our method, which does not require hardware modifications or using a debugger and also does not affect the existing operation. Furthermore, in the HiL test environment, where using source code is limited, effective access to the fault was possible by utilizing the images containing the memory-update information. As a result, the debugging time was shortened, compared to finding the faults using text.

For future work, we will dynamically consider the bus occupancy to fully utilize the bus to enhance the transmitting efficiency. With the enhanced efficiency, the number of simulation repetitions can be reduced. Moreover, a more intuitive understanding can be provided when the symbol and section information assigned to each memory address is provided together with the images.
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