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Indoor localization has attracted a lot of research effort in recent years due to the explosion of indoor location-based service (LBS) applications. Incorporating map constraints into localization algorithms reduces the uncertainty of walking trajectories and enhances location accuracy. Suitable maps for computer-aided localization algorithms are not readily available, and hence most researchers working on localization solutions manually create maps for their specific localization scenarios. This paper presents a method of generating indoor maps suitable for localization algorithms from CAD floor plans. Our solution is scalable for mass-market LBS deployment. We also propose an adapted map-filtering algorithm that utilizes map information extracted from CAD floor plans. We evaluate the performance of our solution via real-world Wi-Fi RF measurements.

1. Introduction

Accurate and robust indoor localization is a key enabler for numerous emergency and commercial services. Some examples of indoor location-based services (LBS) are as follows [1]: locate people on a map and navigate them to their destinations in shopping malls, airports, hospitals, and museums; recommend nearest business or services such as ATMs, retail stores, restaurants, and social events; produce location-based advertising; find and track stolen or lost objects; and monitor human activities. When displaying localization and tracking results, it is natural to superimpose the coordinates on the building floor plan, as an absolute location value is not of much use without its relation to the surrounding area map. In indoor LBS applications, the location data are visualized on a user-friendly building map displayed on the user device’s screen. Besides the requirement of maps for location data visualization, map information can be utilized to enhance location accuracy and reduce uncertainty of walking trajectories.

Many indoor localization and tracking algorithms rely to a certain extent on map-based filtering methods to bound drift and noise-induced errors. These algorithms are most commonly based on particle filters [2]. The basic idea is fairly straightforward: the user’s trajectory is described by a set of particles. The particle distribution models the measured trajectory as well as errors of the measurement systems [3]. Particles are not allowed to move to positions that violate the map constraints. For example, particles are not allowed to cross directly through walls. Particles that transit through such obstacles are down weighted or resampled [4].

Different ways of dealing with floor plan information are presented in the literature. In [5], particles crossing walls are eliminated by using a bitmap-based map matching algorithm. The state of the system and consequently the state of each particle consists of two pixel coordinates $x$ and $y$ on a bitmap. When the path of a particle (implemented as line painting on the bitmap) includes a nonwhite pixel, a collision with an obstacle has occurred and the weight of the particle is set to zero. Note that this requires a white representation of walkable space on the bitmap which includes, for example, the removal of doors or room names possibly depicted on the bitmap. In [6], the particle filter builds on a mixed graph/free space representation of indoor environments. While hallways, stair cases, and elevators are represented by edges in a graph, areas such as rooms are
represented by bounded polygons. Using this representation, both constrained motion such as moving down a hallway or going upstairs and less-constrained motion through rooms and open spaces are modeled. In [7], the authors assume that a floor plan is a set of walls, each described by the coordinates of the end points of the wall. Doors are modeled as gaps in the walls.

Generally speaking, the maps are basically drawings for human consumption, and they present some difficulties when used for algorithmic analysis. And, therefore, most researchers working on localization solutions manually create the required maps for their specific testing scenarios. While this approach is valid to test the performance of map-filtering algorithms, it cannot be scaled for high-volume commercial LBS applications.

As stated above and also argued in [3, 8], the requirements for the maps used for visualization and location estimation differ [8]. The lack of maps that are suitable for both, visualization and map-based filtering, is one of the main challenges for the mass-market deployment of indoor positioning systems. The building floor plan maps are commonly designed using computer-aided design (CAD) commercial software applications. Hence we aim at converting the floor plan CAD file in a format which is suitable as an input to the map-filtering algorithms. To the best of our knowledge, the only work that talks about this important problem is [3]. The authors present a parser that analyses standard CAD files to extract topological map information. This information is used to create an object-based map optimized for localization and tracking applications.

This paper presents a scalable method of generating indoor maps suitable for localization algorithms from CAD data. We discuss how to handle interior walls when using indoor tracking to locate smart phones or other devices based on technologies such as Wi-Fi signal strength. While we address the issues discussed in [3] with a new method, our focus is more on the need to get room polygons, which leads to planar subdivisions and the need to locate “doorway features.” These are relatively narrow openings that should be treated like doorways. Another issue not discussed in [3] is that the building description contains more detail than is needed for tracking. We tried simplification strategies based on replacing polygonal lines that are well approximated by a single straight line segment. This speeds up the tracking algorithm with no significant effect on accuracy. We analyze the performance of our proposed algorithms using real-world RF fingerprint measurement data.

The remainder of this paper is structured as follows: in Section 2, we describe how to extract walls and room polygons’ information from a floor plan CAD file. Section 3 describes our proposed tracking algorithm which incorporates floor plan constraints. Section 4 illustrates the tracking results using real-world Wi-Fi RF measurements taken in an enterprise building in Dublin. Section 5 concludes the paper.

2. Finding Walls and Room Polygons

There are at least two reasons for the location-finding algorithm itself to consider the floor plan and interior walls:

(1) Since people cannot walk through walls, it seems desirable for the tracking algorithm to forbid such trajectories.

(2) Depending on materials used, carrier frequency, and angle of incidence, walls tend to reflect a portion of the signal. Hence the tracking algorithm should expect walls to cause discontinuous changes in signal strength.

For Reason 2, it may suffice to have a set of line segments that the device being tracked is forbidden to cross. We extracted the line segments coordinates from our test bed building CAD floor plan and created an edge list file. However, Reason 2 suggests a dividing the building interior into a set of disjoint polygons, where some of the edges are designated as “doors” (in general, any part of a room boundary that the tracked device may pass through). We recorded the room polygons information into a room polygon file. In this section, we present in detail how to handle walls and room polygons.

Suppose the building floor plan is available in some machine-readable form (e.g., AutoCad®), and it is composed of objects such as “line,” “polyline,” “circular arc,” and “text.” Furthermore, it is divided into layers, and some layers may have multiple instances of “blocks.” For example, the “furniture” layer may have “chair” blocks, where all chair blocks are affine transformations of each other.

The floor plans are basically drawings for human consumption, and they present some difficulties when used for algorithmic analysis. We have data for one floor of a 139 × 101 meter building in Dublin, Ireland. Our sample data had the following problems:

(1) Walls needed for room-based analysis are not on clearly defined layers; for example, some room dividers are in the furniture layer.

(i) It helps to look at object names and block names as well as layer names.

(ii) Objects named “Hatch” and blocks named “Door” are not walls.

(2) Heuristic tests are necessary to recognize features such as swinging doors and partitions in the furniture layer.

(i) Instead of looking at rectangle aspect ratio, it is safer to compare the perimeter $P$ to the square root of the enclosed area $A$. For instance, $P/\sqrt{A} > 20/3$ implies a rectangle aspect ratio $> 9$, and it is meaningful for nonrectangles.

(3) Features such as door jambs and window frames provide numerous instances where different objects should share common $x$ or $y$ coordinates. These often do not match exactly.

(i) Errors of this type are typically between 0.3 mm and 1 mm.

The object is to construct a set of polygons that accurately reflect the dimensions of the building (and its interior
walls) and show how it is possible to move from room to room. More precisely, we need a planar subdivision. A planar subdivision has vertices, edges, and faces, and the edges that meet at a common vertex are sorted by angle modulo 360 degrees. Furthermore, two faces meet at each edge, and it is possible to walk through the data structure in order to find the sequence of edges that describe any given face as a polygon [9]. For our application, the edges are polygonal lines, and certain segments are marked as doors (meaning that the tracking algorithm assumes its target can pass through).

Section 2.1 briefly outlines the heuristics for deciding which parts of the building description are walls and doorways. Then Section 2.2 explains how to convert the wall segments into a planar subdivision that defines rooms. Finally, Section 2.3 explains how to recognize places where doorway segments should be inserted so as to prevent large complicated regions from being erroneously treated as one room. This can be difficult to automate, so we also allow door segments to be added manually.

The generation of indoor maps from CAD data in the face of Problems 1-2 has been studied before in [3]. However, we focus more strongly on the need to get room polygons, and this leads to planar subdivisions (Section 2.2) and the door segment insertion problem (Section 2.3).

2.1. Heuristics for Identifying Walls. Heuristics are needed to recognize walls and doorways in the building description. To the extent that these could vary from one building to the next, the implementation needs to be as table-driven as possible; that is, customizing it to a new building should require new parameter values, not new algorithms. Although our sample data have “Door” blocks, only a small fraction of the doors are identified this way. Hence we have a Boolean expression for whether an object is worth keeping, and this is followed by logic that identifies doors. The door logic is controlled by numeric parameters as shown in Table 1.

In the tabular form of the Boolean decision, one table gives (layer name and decision index) pairs, and there are other such tables for object names and block names. The Boolean expression for whether to keep an object or treat it as junk is determined by another table where each node has a query value \( q \) for one of the decision indices as well as “instructions” for \( \leq q \) and \( > q \). Each such “instruction” is either the index for another node in the table or a final decision (“Keep it,” “Junk,” or “Keep it if beyond MaybeAspect”). The main table has 6 of these nodes, and the table that gives decision indices for layer names considers 6 layer names and produces decision indices 0, 1, or 2.

Figure 1 exemplifies the input to the door-recognizing heuristics. The primary indication for the presence of a door is an elongated rectangle with a circular arc nearby. It is necessary to eliminate the picture of the swinging door and insert a segment marked “Door” that corresponds to the door in the closed position. Figure 1(a) has two horizontal lines that are near the desired closed-door segment. These parameters in Table 1 that determine how to recognize such door jamb segments so that they can be removed.

2.2. Building a Planar Subdivision. The reason for wanting a planar subdivision is to have a complete set of room polygons with clearly defined geometry, where we can easily identify the two rooms connected by each doorway. Since

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>AuxDoorLim</td>
<td>1</td>
<td>4th power of maximum-allowed aux door jamb error versus door length</td>
</tr>
<tr>
<td>MaybeAspect</td>
<td>8</td>
<td>Polylines furniture beyond this aspect ratio is a partition</td>
</tr>
<tr>
<td>DoorHrange</td>
<td>80</td>
<td>Swinging parts of a door must have handles in this interval</td>
</tr>
<tr>
<td>DoorHrange</td>
<td>5</td>
<td>Door rectangle sides must have handles in this interval</td>
</tr>
<tr>
<td>DjamAspect</td>
<td>0.75</td>
<td>Width versus length for excluded door jamb rectangle</td>
</tr>
<tr>
<td>DoorMinArc</td>
<td>Pi/4</td>
<td>Minimum angle subtended by a door</td>
</tr>
<tr>
<td>DoorMaxArc</td>
<td>7*Pi/12</td>
<td>Maximum angle subtended by a door arc</td>
</tr>
<tr>
<td>DoorAspect</td>
<td>6</td>
<td>Minimum aspect ratio for a door rectangle</td>
</tr>
<tr>
<td>DoorWdErrFrac</td>
<td>0.2</td>
<td>Maximum door rectangle width error versus widest width</td>
</tr>
<tr>
<td>DoorWdErrvsL</td>
<td>0.03</td>
<td>Maximum door rectangle width error as fraction of length</td>
</tr>
<tr>
<td>DoorOffvsWd</td>
<td>0.2</td>
<td>Maximum door end squareness error distance versus widest width</td>
</tr>
<tr>
<td>DoorOffvsL</td>
<td>0.03</td>
<td>Maximum door end squareness error distance versus length</td>
</tr>
<tr>
<td>Bool Door1lineOK</td>
<td>True</td>
<td>May a door have one line rather than 2 parallel lines?</td>
</tr>
<tr>
<td>DoorShortArcvsL</td>
<td>0.15</td>
<td>Tolerance for door arc short of latch versus door length</td>
</tr>
<tr>
<td>DoorPastArcvsL</td>
<td>0.20</td>
<td>Tolerance for door arc past latch versus door length</td>
</tr>
<tr>
<td>DoorShortArcMin</td>
<td>0.01</td>
<td>Minimum of both tolerance for door arc short of latch versus door length</td>
</tr>
<tr>
<td>DoorPastArcMin</td>
<td>0.05</td>
<td>Minimum of both tolerance for door arc past latch versus door length</td>
</tr>
<tr>
<td>DoorMisfitArc</td>
<td>0.03</td>
<td>Fraction of door length by which door latch may misfit arc</td>
</tr>
<tr>
<td>DoorArcOffCtr</td>
<td>0.05</td>
<td>Fraction of door length for hinge versus arc center-squared error</td>
</tr>
<tr>
<td>DoorMinOffCtr</td>
<td>0.026</td>
<td>Minimum door length fractions for hinge versus squared arc center error</td>
</tr>
</tbody>
</table>
the data structure from [9] is well known, we need to only explain how to obtain a good set of wall and door segments.

We start by approximating ellipses, circular arcs, and splines by polygonal lines. Then we find all segment intersections and insert explicit intersection points using snap rounding as explained in [10]. There is also a need to be no overlapping segments, but having all intersections explicit makes it trivial to find them and remove duplicates.

It should be noted that buildings often allow one to walk from one room to another without encountering a swinging door. It is necessary to add door segments to the data structure in order to prevent large complicated regions from being erroneously treated as single rooms. Section 2.3 will explain how to do this. We perform this step immediately after replacing swinging doors by door segments.

We now have everything that is needed in order to construct a planar subdivision, but Figure 1 suggests a problem. Since walls are drawn with two parallel lines (and sometimes additional internal details), the planar subdivision will have a large number of faces that correspond interiors of walls. We simply need to postprocess the planar subdivision so that the remaining faces are actual rooms.

In order to distinguish room polygons from polygons that are just within walls, we use $2A/P$ as a generalized notion of average width, where $A$ is the polygon area and $P$ is the perimeter. We simply reject rooms for which $2A/P < D_0$, where $D_0$ is the minimum door size. To compute the minimum door size, we use the heuristics from Section 2.1 to find as many doors as possible, then compute the length of each door segment and find the 5th percentile.

2.3. Voronoi Diagrams for Doorway Features. The doorfinding heuristics from Section 2.1 eliminate most of the swinging door pictures and replace them with doorway segments. Figure 2(a) shows a portion of the result. The large room in the middle has a doorway but no swinging door, so no door segment was inserted. Jagged line $a$ shows where the segment should be, and jagged lines $b, c,$ and $d$ show where more door segments are desirable.

The places with missing doorways are quite similar to the “stroke-like features” from [11]. As in that paper, the process of finding such features is based on the Voronoi diagram for line segments. The intuitive idea is that such a diagram finds centers of hallways but generalizes the notion of hallway width so that missing doorways appear as places of constrained width.

Given a collection of line segments, we can divide the surrounding space into regions based on which the line segment is closest. The borders of such regions are composed of straight lines and portions of parabolas. Any point $P$ on the boundary between two of these Voronoi regions is equidistant from two input segments. Suppose $Q_L$ and $Q_R$ are the points where those segments most closely approach $P$. An important idea from [11] is that the opposition angle $Q_LPQ_R$ can be used to prune the Voronoi diagram. The portions of the Voronoi diagram where the opposition angle is close to 180° are the “generalized hallways,” and the “generalized hallway width” is the Euclidean distance from $P$ to $Q_L$ or $Q_R$ (it does not matter which).

Throwing away portions of the Voronoi diagram where the opposition angle is $<146°$ produces curvilinear paths that track the centers of hallways as well as the centers of walls and also the missing doorway features that we are looking for. This is how we generated the lines that were added to Figure 2(a) in order to generate Figure 2(b). As long as the threshold is $>120°$, it is impossible for three or more of the pruned Voronoi segments to meet. Hence the pruned Voronoi is composed of curvilinear paths for which the opposition angle is a function of distance along the path.

Figure 3 suggests how to use the pruned Voronoi paths to recognize openings where door segments are needed. When a Voronoi path goes through a doorway-type opening, the opposition angle increases and then decreases. We can

![Figure 1: Typical door drawings that must be recognized by the heuristics. Approximating circular arcs by polygonal lines is artifact from the software used to create this figure. The horizontal scale is in meters, and the vertical scale is similar (but indicated in millimeters).](image-url)
Figure 2: (a) A portion of the building after using heuristics to replace swinging doors with door segments. The zigzag lines a, b, c, and d show where more door segments are needed. (b) The result of adding portions of the line segment Voronoi diagram where the opposition angle is <146°.

We also look at the distance from any point on the Voronoi path to its $Q_k$ and $Q_b$ points. Define the local hallway width to be twice this distance. It decreases when going from $P_1$ to $P_2$, then it starts increasing and reaches 1.166 times its former value at $P_2$. This temporary decrease in the local corridor width is a good indication that a doorway segment is needed.

More precisely, the requirement for inserting a doorway at Voronoi path point $P_i$ is that the opposition angle there is $>157°$ and

$$W(P_i) - W(P_1) > 0.24 \cdot \sqrt{\frac{1}{2} \left( \sum_{j=1}^{2} (P_{ij} - P_1) \right)^2 + W(P_1)^2}$$

for $i = 0, 2$,

where $W(\cdot)$ denotes the local corridor width and $P_0$ and $P_2$ are the points on the pruned Voronoi path where the temporary dip in the local corridor width begins and ends.

If the pruned Voronoi path is much shorter than the local corridor width (as it is at the entrance of the large room in Figure 2(b)), this is probably a defect in the Voronoi implementation. Algorithms for the line segment Voronoi diagram are famously difficult to implement reliably, so it is wise to be prepared for such defects. In [12], Held discusses these implementation problems and gives good techniques for minimizing them.

We avoided Held’s implementation due to concerns about restrictions against commercial use. The alternative is beyond the scope of this paper—it is a more brute-force approach that asks for a many carefully chosen points $(x, y)$ “which segment’s Voronoi region does $(x, y)$ belong to?” In particular, we cope with defects such as the short path in Figure 2(b) by performing “which segment is closest to $(x, y)$?” tests for points $(x, y)$ beyond the ends of the truncated path. This tells what the local corridor width would be at these $(x, y)$ points so that these points can be used as the $P_0$ and $P_2$ points in (1).

3. A Combined Tracking

Although some of the ideas discussed in this paper could apply to a variety of tracking technologies, we focus on RSSI measurements (radio signal strength) for various Wi-Fi access points. For various known locations in the building, a “fingerprint database” provides expected values for a signal-strength vector that gives RSSI versus MAC address for each access point. The dimensionality of the signal-strength vector may be fairly high, for example, 50.

The design goal for the tracking algorithm is to retain the advantages of Kalman filter tracking, while adding room-based analysis. Hence, there is a two-part implementation:

(i) The Kalman filter algorithm (implemented in C++) with minor modifications to facilitate multiple copies of the algorithm running on various alternative rooms

(ii) A supervisor that takes the particles from the Kalman filter and infers likelihoods for the questions “Is it in this room?” and “Is it near a door?”
Section 3.1 briefly outlines the fundamentals of the Kalman filter algorithm and explains how to use smoothed fingerprint measurement data. The Gaussian process smoothing is just one possible source of smoothed data. The approach is general enough to handle any source of RSSI measurements and uncertainty estimates.

Section 3.2 explains how a refined mesh based on Delaunay triangulations can reduce some of the noise in the RSSI values for fingerprint points, while estimating which Delaunay triangulations can reduce some of the noise in the uncertainty estimates. General enough to handle any source of RSSI measurements and fingerprint measurement data. The Gaussian process smoothing makes it more reasonable for their RSSI values to differ.

Section 3.3 describes the modifications to make the Kalman filter tracking work well with multiple rooms. Some computations are done on a per-room basis, and particle weights are not normalized separately for each room.

Section 3.4 describes the room chooser and how it interfaces to the Kalman filter algorithm. For the purposes of the following high-level algorithm description, its primary output is a set of alternative rooms with probabilities for each:

1. Refine the fingerprint data as explained in Section 3.2. This is Algorithm 1.
2. Initialize the set of rooms to all possible rooms with equal probabilities for each.
3. Perform a room-based Kalman filter step as explained in Section 3.3.
4. Use Algorithm 2 from Section 3.4 to update the set of rooms and the probability of being in each room. If not all done, go back to Step (3).

3.1. A Priori Probabilities for Kalman Filter Tracking. The object being tracked has various possible trajectories, and we use a set of particles to represent the distribution of these trajectories. Each particle has a position, a velocity, and a weight that represents the relative likelihood for that trajectory. At each time step, we need a quick way to compute a probability for each particle based on how well the observed RSSI values fit the fingerprint data for the particle’s position. Call this the a priori particle probability.

The fundamental idea behind Kalman filter tracking is multiplying this probability into the particle weight and renormalizing the particle weights at each time step. The fundamental idea behind Kalman filter tracking is to use a set of particles to represent the distribution of these objects being tracked has various possible trajectories, and we

3.2. Smoother Fingerprint Data on a Refined Mesh. A major drawback of the Gaussian process approach is that deriving (4) from (2) is very expensive in terms of processing time (O(n^2)) if implemented in the most straightforward manner. Furthermore, it does not allow for any RSSI discontinuities due to interior walls even though radio propagation models generally treat such walls as partly reflective. See the study by Fortune et al. [15] for a discussion of indoor radio propagation.
As noted in Section 3.1, a priori particle probabilities can be computed directly from the fingerprint database $\mathcal{D}$ if we provide uncertainty vectors $\overrightarrow{E}_i$ (perhaps with all entries defaulted to some common value). Figure 4(a) hints at what is wrong with this approach: even with a Delaunay triangulation, many of the triangles are too big and elongated.

The piecewise-linear interpolation is too unsophisticated to be used directly on the large triangles of Figure 4(a), so we need rules for refining them. These rules that contain heuristic parameters ($H$ with various subscripts) whose values will be discussed in Section 4 are as follows:

1. Each Delaunay triangle’s circumscribing circle must have a radius $\leq H_i$.

2. No edge in the Delaunay triangulation may cross a wall at more than distance $H_i$ from a wall.

Rule 1 is a natural way to keep the triangles from getting too big because the Delaunay construction guarantees that the circumscribing circle is empty; that is, no vertex of any triangle is strictly within the circle. Rule 2 is needed in order to assign RSSI values to the refined mesh in a manner that takes walls into account. Figure 4(b) shows a refinement that is based on these rules.

Algorithm 1 achieves this refinement by enforcing the two rules. It starts with $n$ measurement point locations $L_i = \overrightarrow{L}_i$ that are retained in the refined fingerprint database. These $j \leq n$ have measured RSSI vectors $\overrightarrow{R}_i$ that are ultimately replaced by adjusted vectors $\overrightarrow{R}_j$. New vertices $\overrightarrow{L}_j$ with $j > n$ are added until we reach some total $m > n$. The adjusted $\overrightarrow{R}_i$’s and the $\overrightarrow{R}_j$’s for the added vertices are obtained later by solving systems of linear equations in Step (7).

Algorithm 1. The fingerprint database refinement algorithm—use $\mathcal{D}$ to compute $\overrightarrow{D}$.

1. Initialize $m \leftarrow n$, $L_i \leftarrow L_i$, and $\overrightarrow{R}_i \leftarrow \overrightarrow{R}_i$ for $i \leq n$. $m$ will increase as more points are added. The relation $\overrightarrow{L}_i = L_i$ is invariant for all $i \leq n$, but $\overrightarrow{R}_1, \overrightarrow{R}_2, \ldots, \overrightarrow{R}_m$ will change. These changes correct $\overrightarrow{R}_1, \overrightarrow{R}_2, \ldots, \overrightarrow{R}_m$ to be more consistent with their neighbors.

2. Add $\overrightarrow{L}_i$’s for all the vertices of each room polygon. Sort them by $x$ coordinate, find pairs that are within $\infty$-norm distance $H_i$, and retain only one $\overrightarrow{L}_i$ for each such pair.

3. Find the Delaunay triangulation of all the $\overrightarrow{L}_i$’s.

4. Find the circumscribing circle for each Delaunay triangle and add a new $\overrightarrow{L}_i$ for the center of each circle whose radius exceeds $\leq H_i$.

5. Add new $\overrightarrow{L}_i$’s where Delaunay edges cross walls as required by Rule 2.

6. Go back to Step (3) if any $\overrightarrow{L}_i$’s were added in Steps (4) and (5).

7. For each access point, solve a sparse linear system whose $m$ unknowns are that the access point’s component in the $\overrightarrow{R}_1, \overrightarrow{R}_2, \ldots, \overrightarrow{R}_m$ vectors. The system sets each $\overrightarrow{R}_i$ to a weighted average of $\overrightarrow{R}_j$’s for its Delaunay neighbors with weights as explained near...
3.3. Kalman Filter Tracking for Multiple Rooms. Recall that Kalman filter tracking multiples each particle weight by its a priori particle probability (as explained in Section 3.1), and the total weight is renormalized at each time step.

It seems safe to assume that if we know what room to look in, the tracking problem should be easier. This leads to a multiple-room version of the Kalman filter tracking where each particle is constrained to a specific room and the renormalization of total particle weight at each time step is done once for all rooms, not separately for each room being considered. Hence, the total particle weight in a given room is a likelihood estimate for whether the tracked object is in the room:

(i) Each particle has a location \( P_i \), a velocity vector \( V_i \), a weight \( w_i \), and a room number \( r_i \).

(ii) The effective particle count \( \sum w_i^2 / \sum w_i^2 \) determines whether particles need to be regenerated, but this decision is made separately for each room. The room’s total particle weight is preserved.

(iii) There is a linked list of particles for each active room, and they are freed when the room chooser deselects a room.

3.4. Using Room and Doorway Scores to Supervise Multiroom Tracking. The input to the room chooser is a set of particles: the results from Kalman filter tracking at the last time step. The output is a list of room numbers for the next time step, with a suggested location and total particle weight for each selected room. The locations and weights are to be used if the Kalman filter tracker has no suitable left-over information about the room.

The room chooser also needs private data structures to record recent results that are needed for future decisions. For some fixed maximum number of prior time steps such as \( N_{\text{hist}} = 16 \), each room has scores \( s_t \) and a similar array of doorway scores for each door that estimates, for each time step, the conditional probability of being near the door if in the room. Each room also has a “centroid location” for each room. Each doorway score is computed as:

\[
\text{Effective particle count} \times \text{room weight} \times \text{distance from door to closest vertex in room}
\]

For Step 8, the closest measurement point to a vertex location \( \overline{R} \) is found via a breadth-first search that adds \( H_j \) to the length of any Delaunay edge that crosses from one room to another. If it is convenient to find the closest measurement points \( L_{1}, \ldots, L_{n}, \ldots, L_{m} \) to the \( \overline{R}_j \), then \( \overline{V}_j \) might be modified to return a weighted average of \( \overline{R}_j - \overline{R}_i \) through \( \overline{R}_n \), with the weights based on inverse distance.

### Table 2: Room and doorway scores for one of the room transitions on the “Dublin 87pts forward” track.

<table>
<thead>
<tr>
<th>Room 39</th>
<th>Door 39 → 35</th>
<th>Door 39 → 70</th>
<th>Door 39 → 19</th>
<th>Room 70</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9945</td>
<td>4 × 10^{-141}</td>
<td>0.06177</td>
<td>0.08559</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>4×10^{-19}</td>
<td>5 × 10^{-29}</td>
<td>9 × 10^{-06}</td>
<td>9 × 10^{-09}</td>
</tr>
<tr>
<td>0.9820</td>
<td>3 × 10^{-12}</td>
<td>0.00099</td>
<td>0.0080</td>
<td>0</td>
</tr>
<tr>
<td>0.9998</td>
<td>9 × 10^{-45}</td>
<td>0.3088</td>
<td>0.3564</td>
<td>0.00017</td>
</tr>
<tr>
<td>0.00134</td>
<td>2 × 10^{-51}</td>
<td>0.9666</td>
<td>0.518976</td>
<td>0.9987</td>
</tr>
<tr>
<td>6 × 10^{-15}</td>
<td>6 × 10^{-50}</td>
<td>0.7975</td>
<td>0.04788</td>
<td>1</td>
</tr>
<tr>
<td>2 × 10^{-32}</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Each row is one time step (many seconds since the tester repeatedly stopped to gather data).
Algorithm 2. The room choosing algorithm.

1. Compute doorway scores as explained above and use regression to compute a weight $z[r]$ for each room $r$.

2. For each doorway, use regression to compute a doorway score $s_{ro}$ for each doorway from a room “$r$” to another room “$o$.”

3. For each doorway score, assign $z[o] = z[o] + s_{ro}z[r] \times (1 - z[o])$. This multiplies $1 - z[o]$ by $1 - s_{ro}z[r]$.

4. Let $\Xi$ be the sum of all room weights $z[r]$.

5. Sort rooms by descending $z[r]$ and select up to 10 of the high-weight rooms, stopping early if necessary to exclude rooms with $z[r] < \Xi/10^4$. (Of course, 10 and $10^4$ could be replaced by other constants.)

4. Results

All tests were based on a fingerprint database of 317 locations in the Dublin building as shown in Figure 4(a). Measurements at each location included RSSI values for 51 access points, some of which had multiple MAC addresses. Measurements at each location were repeated 5 times at approximately 1 second intervals so that each RSSI value in the database is the average of at least 5 measurements.

Figure 5 shows how the Dublin building is divided into room polygons. There were two test tracks: “Dublin 87pts forward” passes through rooms 45, 35, 39, 70, 8, 107, 8, 76, 88, 24, 124, 81, 24, 33, 24, and 68 and “Dublin 85pts reverse” passes through rooms 81, 68, 24, 112, 24, 85, 88, 76, 87, 104, 86, 14, 7, 8, 108, 8, 111, 8, and 37. The test tracks also had 5 measurements per position; that is, the test subject stopped 87 times to take measurements and recorded the ground truth location. The building actually has a fairly open floor plan, so many of the room boundaries in Figure 5 are partial partitions or places where hallways have 90° bends; for example, rooms 45, 35, 39, and 70 in Figure 5 are all one hallway.

The ground truth locations for the test tracks came close to convex hull of the fingerprint database locations, so it was essential to have a reasonable idea of what the RSSI values should do beyond the convex hull. Simply extrapolating based on Figure 4(b)’s outermost Delaunay triangles is not adequate. We solved this problem by augmenting the fingerprint database with four artificial data points, one at just outside each corner of the building. The artificial points have a common RSSI value $H_q$ for each Wi-Fi access point being measured.

We used “Dublin 87pts forward” track to optimize $H_q$ and the $H_1, H_m, H_n, H_p, H_s, H_v, H_t$, and $H_e$ parameters from Section 3.2. Since the $H_q$ parameter belongs to the tracking program which is considerably faster than the fingerprint refinement algorithm of Section 3.2, we tried 11 values of $H_q$ for each run of the refinement algorithm. We give this 7-dimensional optimization problem to a Nelder-Mead optimizer, and after 588 evaluations, it selected the values in Table 3. The table includes $H_q$ which was hidden from Nelder-Mead and tested exhaustively as explained above (see [15, 16] for a discussion of Nelder-Mead optimization).
One more heuristic parameter $H_f$ was set based on early test runs. This relates to the formula $e^{-s^2/2}$ for converting the sum $s$ from (3) into an a priori particle probability. To make the probabilities less wild, the actual formula was $e^{-sH_f/2}$, where $H_f = 0.45$.

Table 4 shows tracking accuracy for the test tracks. Results depend strongly on $H_q$, probably because the artificial corner points do not give a very good idea of what RSSI values to expect outside the bounding box of the fingerprint database locations. The “Dublin 36pts reverse” track is the last part of the “Dublin 85pts reverse” track. It was introduced to show that performance can be close to the 3.43 meter optimized value when similar heuristic parameters are used for a different test track.

### 5. Conclusions

A big part of room-based tracking is simply finding the room polygons and constructing a planar subdivision along with the doorways that tell how it is possible to move from room to room. We have seen how the existing approach of extracting walls and doors from CAD drawings can be extended to construct planar subdivisions. The line segment Voronoi diagram is a critical tool for recognizing places where additional doorways need to be added. Even if the CAD drawing yields perfect information about doors, the additional doors are needed in order to prevent room polygons from excessively getting large and complicated.

This specific strategy of running Kalman filters in separate rooms is just one of many possible ways to use a room-based planar subdivision. The scheme needs more testing and various engineering improvements to make it more reliable. The reason for retaining multiple guesses as to which room is current is to avoid situations where a wrong choice of starting room cascades to later time steps due to doorway constraints that do not allow travel to the correct room. The results in Section 4 suggest a need for more ways to recover from a bad initial room. Perhaps there should be a restart mechanism.

Another problem that is apparent from Section 4 is that no one value of the corner point RSSI parameter $H_q$ works well in all cases. It is a nontrivial problem to cope with cases where the test track nearly exits the convex hull of the fingerprint measurement locations. The RSSI values at the artificial corner points could be set more intelligently by looking at the fingerprint data near the edge of the convex hull and making separate decisions about each access point. Another option would be to compute the distance to the convex hull and decrease fingerprint RSSI values by some appropriate function of distance. Perhaps the best approach would be to have Section 3.2 solve the problem by extending the refined mesh further outward and adjusting the linear system in Step (7) of Algorithm 1 to handle the extrapolation in some intelligent manner.

Ideally, the measurement points in the fingerprint database should extend far enough beyond the test track so that we do not need a priori particle probabilities beyond the convex hull of the measurement points. Of course it would help to have more fingerprint measurement points, but there are strong incentives to reduce the work required to gather and update such data. Indeed, the purpose of Section 3.2 (or Gaussian process smoothing) is to cope with sparse fingerprint data.
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