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We present an interdisciplinary approach that makes possible to learn how citizens live in the city by the means of mobile social media data, that is, volunteered geographical information provided by the inhabitants through social media and mobile apps, by adopting a new reticular approach to spatial analysis. In particular, we present the general notions as background of our work, an investigation methodology to apply whenever such an analysis task must be performed, and a digital environment of tools and frameworks to support the methodology.

1. Introduction

One of the main long-term goals of city administrators is to make their city attractive for residents and city users (tourists, commuters, migrants, etc.). Nowadays, the buzzword of smart city is used, to characterize ideal cities of the future. However, since real cities are far away from the utopian smart cities of the future, in order to understand how to improve and make the city smarter than it currently is, administrators need information about how the city is lived now, what are the critical issues, and what are the positive aspects to develop.

Nowadays, city users can significantly yet unconsciously contribute to the production of data useful for administrators, by the use of social media. In fact, city users often post geolocated messages that describe their activities throughout the city, by means of their smartphones. Such a big quantity of information could provide unexpected insights concerning how people live their city or the city they are visiting, and could be exploited to improve services, public transportations, viability, and so on.

However, to achieve this ambitious goal, many contributions are needed: the first technical contribution is given by the ability of gathering mobile data; the second is the ability of transforming and querying gathered mobile data; and the third is a flexible tool that provides analysts with the ability of studying Big Geo-Data by means of a simply-to-read visualization system. From a methodological point of view, there is a need to find an approach helping researchers in the investigation and analysis of the user-generated contents, in order to provide unexpected knowledge to administrators for understanding urban-mobility issues. In other words, an interdisciplinary approach is needed in order to make data scientists and computer scientists be aware of the main elements that are useful to geographers and urban space analysts to understand mobility and spatiality of individuals. Then, an interdisciplinary work can produce a methodology as well as software tools and frameworks to conduct on such an investigation.

In this paper, we present the Urban Nexus Approach, developed within the Urban Nexus project, an Excellence Initiative of the University of Bergamo (Italy) that involves Anglia Ruskin University (Cambridge, UK) and EPFL (Lausanne, Switzerland). In short, the goal of this project is to develop a methodology and tools to study how city users move within the city, use the urban space, and share their experience in places. The Urban Nexus Approach is a modular methodology that relies on a set of software tools and frameworks for gathering data sets coming from various sources of information (in particular, mobile social media), transforming and querying possibly geotagged data, visualizing them on maps, and analyzing them in order to
reconstruct networking of individuals within the city (i.e., spaces and connections they produce during their movement).

In this paper, first of all we introduce the general conceptual framework that provides basic concepts as background of our work. On these concepts, we define our approach and define the investigation methodology that constitutes the first main contribution of the paper. Then, the *Urban Nexus digital environment* is extensively presented: it is a pool of software tools and frameworks specifically devised to support the investigation methodology; the digital environment is the second main contribution of this paper. In fact, we remark that we do not want to present specific results concerning specific cities; we present a general approach that is both methodological and technical.

The paper is organized as follows. Section 2 introduces the multidisciplinary background of our research project. Section 3 introduces the investigation methodology that is driving our work. Section 4 presents the *Urban Nexus digital environment*, that is, the pool of tools and frameworks that together make possible to perform the analysis. Finally, Section 5 addresses concluding remarks.

2. Background

In this section, we present the background of our research. It is a multidisciplinary background, since the research project is multidisciplinary.

2.1. A New Perspective about the Contemporary City. A great question geographers are trying to give an answer is “what is the contemporary city?” [1]. An approach could be to interpret the “city” as a node of a globalized network, where a local dimension and a global dimension no longer exist separately; rather, these dimensions interact, by reconfiguring urban contexts with their centralities, their axis, their full and empty spaces, and their internal and external connection [2].

In other words, if the base of contemporary life is movement, the elements from which to explore the city are its people (stakeholders of mobility) and the places they visit, viewed as nodes of a network that creates unity and cohesion [3].

2.1.1. The Concept of Rhizome. In the context of globalization, the “contemporary city” assumes a polycentric and reticular configuration: it is no longer subdivided into center and periphery; rather, it is viewed as an “osmotic-centered system” of mobility. In fact, it is inserted into a globalized network, where local scale and global scale interact by reconfiguring centrality, axes, and internal and external connections of the city [1].

The creation of networks among the multiple places of the contemporary city is one of the processes that characterize the mobility of the inhabitants in the era of globalization: a new reticular dimension emerges, based on connections activated among places, exploited by individuals in their life experience; connections could be real (transportation infrastructures) and virtual (information about places published on the web or on social media, possibly produced by citizens).

Such a reticularity, produced by experience of individuals in urban space, is termed *rhizomatic*, resuming a concept born in the field of botany and then re-elaborated in the philosophical field: “Compared to centric (even polycentric) systems, hierarchical communication, and predetermined connections, a rhizome is an acentric, non-hierarchical, and not meaningful system” ([4], page 33). The concept of *rhizome* is refined in spatial terms by Jacques Lévy: “a rhizome is the space of individual action in mobility, but also in the multiform relationship with other individuals” ([5], page 19). A further definition could be the following: “a rhizome is a family of networks, characterized by the absence of identifiable boundaries and a meeting between topological metric inside and topographic metrics outside” ([5], pages 18-19). In other words, a rhizome belongs to the topology metric, that is, to a discontinuous space, based on nodes and connections that produce a network without beginning, without end, and without well-defined boundaries because it is the result of the experience in space of individuals. From a very pragmatical point of view, we can guess that “a rhizome is a set of places frequently lived by a single user and by many users, on the basis of material and virtual connections among them.”

Based on this perspective, understanding the contemporary city means understanding city users, that in turn means understanding their rhizomes.

2.2. The Role of Social Media and Big Data. It is now clear that the identification of rhizomes is the crucial point of our research, but this is not an easy task. The reason is that each person has his/her way to experience the city, conditioned by the places where he/she lives, the places where he/she works, his/her interests, and so on.

An unexpected help comes from the popularity of social networks that stimulated new behaviors by people. In fact, many social network users continuously post messages about their day-by-day life. Through mobile apps for smartphones, they can post georeferenced messages that, if gathered, could reveal their movements and their habits. Many social networks provide an API (application programming interface) for getting posted messages; the result is that a huge amount of data can be easily gathered about habits of single users (people become sensors of themselves [6, 7]).

Consequently, in order to study rhizomes, we could rely on the potential of Big Data [8–11], by exploiting techniques and Big Data mapping systems. Big Data could foster the analysis of function and use of urban spaces based on the needs of inhabitants and city users. Data sets coming from an incredible variety of sources, such as social networks, mobile phone companies, public authorities, and national statistical institutes, could be cross-analyzed, aiming at understanding habits, flows, and relationships of inhabitants and city users (residents, commuters, tourists, migrants, etc.); the goal is to reveal different ways of experiencing the world and of managing the distances within it [12].
Such a kind of research has been already introduced in Europe by the *European Statistical System* and accepted by the Italian National Statistics (named ISTAT), particularly from the “Commission to study and guide the choices of ISTAT on Big Data.” Public administrations could get great advantages in taking decisions about mobility infrastructures and many other issues, if they were provided with tools to exploit to improve their knowledge about how city users live in the city (a smart city should learn about itself).

### 2.3. The Urban Nexus Project: An Interdisciplinary Approach to Study the Smart City

The *Urban Nexus* project (see the seminal paper [13] for more information) aims at developing a scientific and educational cooperation among *University of Bergamo* (Italy), *Ecole Polytechnique Fédérale de Lausanne* (Switzerland), and *Anglia Ruskin University* in Cambridge (UK) (the research project is an initiative of the University of Bergamo in Italy, under the scientific coordination of Emanuela Casti and Federica Burini at the CST-DiatheisLab; see: http://urbannexus.unibg.it). The overall goal is to develop a methodology to analyze contemporary cities through an integrated and interdisciplinary approach, in order to foster renovation and improvement of accessibility to the city. The three cities hosting the involved universities, that is, Bergamo (Italy), Lausanne (Switzerland), and Cambridge (UK) will be three real case studies.

The Urban Nexus project aims at involving researchers with different competences, mainly, geographers, spatial analysts, and computer scientists. In fact, in order to collect and cross-analyze large amounts of data, skilled computer scientists are necessary; they have to provide flexible tools, able to manage many and possibly huge data sets, each of them possibly having different formats and heterogeneous structures. Nevertheless, the choice and analysis of data must be carried on, and the results are interpreted by geographers and spatial analysts.

The activities of the project are devoted to provide two main contributions:

(i) The definition of an investigation methodology that, relying on the concept of rhizome, is able to drive researchers to analyze data coming from various Big Data sources in order to understand the contemporary city.

(ii) The development of a novel digital environment that provides tools and frameworks able to effectively support the investigation methodology; in fact, nowadays, powerful software tools are a necessary condition to effectively perform social and geographical analysis based on Big Data.

### 2.4. Technological Context

The term *Big Data* is a buzzword very popular nowadays. Behind it, many aspects are hidden, so that many researchers have been working on the topic.

In particular, a famous paper is the study by Kitchin [14], where the 3Vs model is proposed, in order to characterize the topic: Big Data means Volume, Velocity, and Variety. This observation is important, because people usually think about Big Data more or less only in terms of volume; however, data change very fast and can come very fast; furthermore, they can be really various, that is, a large number of different data sets coming from a large number of sources should be integrated together, in order to get the desired results. Our context is characterized by volume and variety.

Currently, technological approaches to data exchange and diffusion has converged on JSON (JavaScript Object Notation) as de facto standard for information interchange. In fact, social network APIs use JSON to represent data sets they can export. Many web services adopt the same approach, and on open data portals, JSON data sets are becoming more and more popular, in place of CSV and XML. In particular, as far as XML is concerned, JSON is substantially playing the role for which XML was designed: the reason is that an XML document is hard to manage within programs; on the contrary, object-oriented data structures of programming languages can be easily serialized into JSON, and JSON files can be easily deserialized into object-oriented main memory data structures.

On the same track, the GIS community as well has adopted JSON: the recent standard named GeoJSON [15] is a JSON-based format to describe geographical information layers.

The consequence of the diffusion of JSON is that DBMSs able to store and manage large collections of JSON data sets have become necessary. On this technology track, MongoDB [16] is certainly the most famous NoSQL database system (see [17] for an overview about NoSQL databases): in fact, it is able to store and query heterogeneous collections of JSON objects (i.e., objects with different structures) in the same collection. In spite of its popularity, the query language is specifically taught for programmers, being based on JavaScript; consequently, it is not suitable for geographers and analysis that are not familiar with hard procedural programming.

The reader can guess that large data sets, as well as a large number of data sets, are difficult to analyze by hands. Useful techniques that could greatly help in analyzing such a mess of data could come from the Information Retrieval area: in particular, the well known Page-Rank algorithm [18] could be a good starting point. The first version of Google search engine was based on it; its strength is the reticular view of linked web pages; consequently, we expect that the approach could be adopted for and adapted to the analysis of reticularity of contemporary cities.

More than twenty years ago, the area of data mining has provided very interesting techniques to analyze frequent cooccurrences of items in market-basket analysis, known as itemset mining and association rule mining [19–21]. Originally developed for the retail industry and applied to relational databases [22], they are very useful for a variety of problems. In our context, they could be applied to address the problem of identifying rhizomes of city users, moving from traces of people: in fact, a rhizome could be seen as the frequent cooccurrence of places in tours/trips performed by city users. Furthermore, other techniques developed on the side of itemset mining and association rules mining could provide inspiration for developing novel techniques and
tools. In particular, the need for integrating several data sets may recall the techniques that make effective the integration of association rules extracted from within multiple transaction databases (see [23–26]).

3. Methodological Approach

The first contribution provided by the project is the definition of an investigation methodology, toward the identification of rhizomes from within data describing mobile users of social media. Independently of the specific data set and independently of the specific goal of the analysis, the analysis process should proceed performing the following steps:

1. Identification of sources: it is necessary to identify sources of potentially useful data sets that should be as meaningful as possible.
2. Selection, transformation, and analysis of data produced by mobile social media users and their cartographic representation to understand mobility in urban spaces.
3. (Towards the) reconstruction of rhizomes from mobile data produced by social media users.

All these steps will be separately described in the next subsections.

3.1. Identification of Sources. The first step to perform is the collection of data sets, from relevant data sources. However, it is not easy to understand what data sources are relevant: different data sources provide different data sets that could give different points of view of the problem.

In particular, in order to analyze the mobility of inhabitants, the following sources could be considered.

(i) Statistical sources. National and European Statistics Institutions continuously provide data sets about citizenship in general and about mobility in particular. These data sets are certified in the sense that their quality is controlled, and they can be considered reliable. Of course, since they are the result of a rigorous selection and analysis process, they are not up to date. Furthermore, they do not describe habits of single people.

(ii) Collaborative sources rely on the wish of people to participate to an investigation, typically through web applications, social media, and mobile apps. The participatory process can generate very useful crowd-sourced information and Volunteered Geographic Information (VGI) concerning single-city users [27–30].

(iii) Private sources could effectively integrate previous data sets. In particular, as far as detection of mobility is concerned, mobile phone companies own very detailed data sets about movements of phone users. The data sets they could provide are very large and very rich, in terms of information about the sequence of visited places and how long a person stays in a place. However, these data sets are usually difficult to be obtained because phone companies are jealous of their data.

Thus, depending on the selected data sets, more or less complex and more or less long acquisition processes must be carried on to get the desired data sets.

3.2. Selection, Transformation, Analysis, and Cartographic Representation. Once gathered, data sets must be put in a form suitable for getting useful information. Several activities could be done.

(i) Selection. Among all data sets, it is necessary to select only the relevant data. Many considerations can affect this task, for example, the typology of places, the typology of city users, the time period of interest, and so on.

(ii) Transformation. To analyze selected data (or, better, to cross-analyze selected data), a process of transformation and integration is necessary. For example, if places visited by users are characterized by the latitude and longitude, perhaps it could be necessary to perform a geo-coding activity, that is, substitute punctual coordinates with the name of places.

(iii) Analysis. Transformed data sets should be analyzed by analysis, in order to get some useful hints about what interesting information could it be possible to extract.

(iv) Cartographic Representation. The analysis could be effectively supported by a cartographic representation of selected and transformed data, in order to conduct a visual-analysis process.

3.3. (Towards the) Reconstruction of Rhizomes. Following a reflective approach [31], the goal of this step is to analyze the rhizomatic spatiality that emerges from data sets describing city users. We identified a multiparadigm approach, that is, multiple paradigms can be jointly applied to analyze data from different perspectives.

3.3.1. Site Analysis. Places that emerge from data sets (e.g., visited by single users) constitute a reticular view of the space, where they are the nodes of a network. Several dimensions characterize the analysis.

(a) Localization: by analyzing images and text, locations could be identified or better characterized with respect to simple coordinates.

(b) Time analysis: time elapsed on a node and distance in time or in space between two nodes could reveal interesting information (e.g., about accessibility of nodes).

(c) Categories of nodes: nodes (places) can be categorized, in order to perform a more specific analysis; for example, a place can be categorized as public spaces (e.g., open spaces such as squares and roads.
and mobility places such as stations, airports, and public urban transport stops), semipublic spaces (such as monuments, religious, and historical places), or semiprivate places (such as hotels, restaurants, and shops), as identified by Jaques Lévy ([11], page 57).

(d) Opinion of users: the opinion of users in relation to places could give a sentiment polarity about it.

3.3.2. Connection Analysis (Networks). The reticular view of cities demands for analyzing connections between nodes. Aspects to discover are hereafter reported.

(a) Accessibility (cycle-pedestrian, automobile, public transport on wheel or on iron, air).

(b) Quantitative relationships between nodes: a ranking method could reveal the strength of relationships between nodes, on the basis of the reticular perspective. In this respect, we defined an algorithm named Node Rank, described in Section 4.5.1.

On the same line, data mining tools, such as frequent itemset mining [19] are necessary, in order to reconstruct rhizomes based on a quantitative approach.

3.3.3. Cartographic Representation. This is a necessary support to analysts. However, traditional cartography could not be satisfactory, in order to visualize relationships on the reticular space; for these reasons, we are going to perform research work by experimenting representations that possibly meet the reflexive approach (inspired by [31]).

The investigation methodology so far presented cannot be deployed without software tools that assist analysts during the overall process.

4. The Urban Nexus Digital Environment

The investigation methodology described in Section 3 must be supported by several software tools. These tools constitute the Urban Nexus Digital Environment. From the technical point of view, this environment constitutes the main result of the project, with tools and frameworks specifically developed moving from needs merged during the definition of the investigation methodology.

Figure 1 depicts the digital environment, showing the components that we describe hereafter.

The Urban Nexus digital environment is divided in four sections, depending on the task performed by tools and analysts:

(i) On the left-hand side, we find the Data Acquisition section that covers tasks devoted to acquiring data sets. In particular, we consider, as data source, Open Data Portals, that have become valuable and precious data sources, and Twitter. We also generically consider any kind of data source that provides useful data.

(ii) On the top of the figure, we find the Integration and Transformation section, devoted to integrate and transform the collected data. Usually, integration and transformation tasks are complex and, often, tedious activities, but they are crucial for conducting investigation activities.

(iii) On the right-hand side, we find the Visualization and Visual Analysis section that copes with those tasks performed by analysts based on a visual analysis of the data, as well as with mapping of data.

(iv) On the bottom of the figure, we find the Analysis and Discovery section that copes with tasks requiring massive analysis of data, based on possibly novel data mining and knowledge discovery algorithm.

In the center of the digital environment, we find data sets: in fact, source data, intermediate results, and final results are the value of investigation activities. Nevertheless, data must be gathered, integrated, transformed, analyzed, and visualized. Such tasks are performed by the tools that constitute the Urban Nexus digital environment.

The investigation methodology asks to collect data coming from many sources, such as social media like Twitter, open data portals, and many other public sources of information. Such data sets are usually provided as JSON collections, due to its capability of describing complex and heterogeneous data. Nowadays, JSON has become the de facto standard representation adopted to share social media data and open data sets. Consequently, the storage service in the Urban Nexus digital environment is provided by MongoDB, the very popular NoSQL DBMS that natively stores collections of JSON objects.

Let us briefly describe the components of the Urban Nexus digital environment.

(i) The FollowMe Suite gathers data from Twitter, in order to discover traveling users and track them. It monitors a pool of airports to detect users that posted geolocated posts in the airport area and tracks these users for 8 days, in order to find out traveling users.

(ii) The J-CO Framework is devoted to transform and query collections of possibly geotagged JSON data sets. It provides a query language, named J-CO-QL,
that allows analysts to specify complex high-level queries by means of declarative operators that do not require programming skills; operators of the language deal with spatial representation in a native way.

(iii) QGIS is the very famous free GIS software that can be used to visualize geolocated data so far gathered and stored within MongoDB databases. A plug-in, named J-CO-QGIS, was developed to allow easy visualization of JSON geotagged data sets obtained by means of the J-CO Framework.

(iv) The Trees web app is a visual exploratory tool that allows analysts to explore traces of single users, by analyzing their posts (texts and pictures), by means of a cartographic representation of posts and traces.

(v) Node Rank is an algorithm developed to study the centrality of places in travelers’ trajectories. Furthermore, other data mining tools, such as frequent itemset mining algorithms, are going to be used, in order to discover frequent patterns of places visited by tourists and, more in general, city users.

In the rest of this section, we introduce the components of the Urban Nexus digital environment.

4.1. The FollowMe Suite. The FollowMe suite [32] is an open and interoperable pool of tools [33], developed to discover and track social network users through their geotagged posts. The suite originates from the idea of trying to track Twitter users, but the suite is easily extensible and its architecture is open, so that new external components can be easily added (in fact, for a period, we also tracked Instagram users [34]). The goal is to gather nonauthoritative information about tourists that visit a given city. In particular, we are interested in tracking flying tourists, that post when they are waiting for their plane in the origin airport, or when they are waiting for their luggages in the destination airport.

We now illustrate the general overview of the approach and of the suite, illustrated in Figure 2.

The general vision is that Twitter users post a geotagged message when they are either in the origin or destination airport, at the beginning of their trips; then, during their trips, they capture pictures or write comments about a place, possibly by means of a geotagged post as well. All these posts are sent by the Twitter mobile app to the Twitter Farm that hosts servers and stores data. At this point, it is the turn of the FollowMe suite.

(i) The Hang Post Finder is responsible to query the Twitter API to look for messages posted in the area of a monitored airport (Twitter API provides a service to search for geolocated tweets, given the coordinates of the center and the radius of an area of interest). These messages are called hang posts, because they are the hang to discover users to follow.

(ii) The Timeline Tracker follows each user identified by means of hang posts, by inspecting his/her timeline, that is, the history of messages posted by the user to find out geolocalized messages posted in the next 8 days after the date of the hang post.

(iii) Posts are stored within a MongoDB database as JSON objects.

(iv) The Trip Builder is the component invoked to query the database of gathered messages and reconstruct trips, in order to later study them. The Trip Builder can be invoked through the API that provides an external access to this query service. Again, JSON is adopted to generate output data sets, as well as classical CSV files (loosing, in this case, some information and flexibility of representation).

4.2. The J-CO Framework. The framework we conceived for cross-analyzing multisource georeferenced data is named J-CO (JSON Collections) and is constituted by the following main components depicted in Figure 3:

(i) One or more NoSQL databases, namely MongoDB, to support JSON objects storage from multiple sources

(ii) A Data Model that makes explicit the role of geotagging (when present) in collected JSON objects, as well as a clear Execution Model on top of which to build a novel query language
(iii) A novel query language, named J-CO-QL, that provides high-level operators for transforming heterogeneous collections of JSON objects, able to deal in a native and simple way with geotagging and spatial relationships

(iv) The J-CO-QL Engine that evaluates queries by reading/writing data in a MongoDB database (it receives queries and executes them on top of the NoSQL servers)

4.2.1. Data Model. The basic concept on which we rely to define the J-CO-QL language is the JSON object. Fields (object properties) can be simple (numbers or strings), complex (i.e., nested objects), and vectors (of numbers, strings, and objects). As far as the georeference field is concerned, we rely on the GeoJSON standard [15, 35]. In particular, we assume an object's geometry field named ~geometry, defined as a GeometryCollection type for the GeoJSON standard. The absence of this top-level field means that the object does not have an explicit geotag.

As an example, consider the JSON objects reported in Figure 4, describing Points of Interest (POIs), in the city of Bergamo. In this example, two shops are represented with a point-like georeference: notice the ~geometry field, that describes the longitude and latitude (resp.) of the centroids of the shops' locations on Earth, as defined by WGS (World Geodetic System) 84 (this standard is our default CRS - Coordinate Reference System).

In a NoSQL environment such as MongoDB, a Database is defined as a set of collections c, while a Collection is represented by a name c.name and its instance, that is, a vector of JSON objects. To manipulate JSON collections and to store their results in new collections, we need operators (Section 4.2.2) that satisfy the closure property, that is, they get collections and generate collections. This is a first characteristic of the J-CO-QL language.

J-CO-QL queries transform collections stored in databases and generate new collections which will be stored in turn as a possibly different database, to achieve data persistence. For simplicity, we call such databases as Persistent Databases.

4.2.2. Query Process. A state s of a query process is a pair s = (tc, IR), where tc is a collection named Temporary Collection, while IR is a database named Intermediate Results database.

Each operator application starts from a given query process state and generates a new query process state. When a query is executed by the J-CO-QL Engine, the resulting tc (Temporary Collection) will be optionally stored to an IR (Intermediate Results) database, that could be taken as input by a subsequent operator application.

The query process starts from the empty temporary collection s0 · tc = ∅ and the empty intermediate results database s0 · IR = ∅. Thus, J-CO-QL provides operators (named start operators) able to start the computation, taking collections from the persistent databases, while other operators (named carry-on operators) carry on the process continuously transforming the temporary collection and possibly saving it into the persistent databases or, for temporary results, into the intermediate results database IR. This way, new subtasks can be started, by taking collections both from persistent databases and from IR.

Innovative Features. The need to support complex transformation processes that typically pass through the generation of several intermediate results motivates the intermediate results database IR. Intermediate collections are stored explicitly into IR, to be later used for creating the target collection. In fact, it would be inappropriate to store them into the persistent databases that should store source and target collections. Collections stored in IR are clearly intermediate, and will disappear from the system at the end of the process.

4.2.3. J-CO-QL: Language and Execution Engine. The key components of the J-CO Framework are the query language, named J-CO-QL, and its execution engine. With respect to other query languages for JSON objects, the main innovations provided by J-CO-QL are the following:

(i) Typically, other query languages for JSON collections are unable to deal with heterogeneous objects in the same collection at the same time (in general, several queries must be written and then their results united together). J-CO-QL provides operators
specifically designed to deal with objects with different structure within the same operator application.

(ii) Second, other languages for querying JSON data are conceived for programmers, or for people having programming skills. In contrast, operators provided by J-CO-QL are high-level operators that allow analysts to think directly to objects structure; they do not have to write low-level procedures.

(iii) Finally, but not less important, J-CO-QL directly deals with georeference possibly contained in JSON objects because the data model explicitly deals with them through the ~geometry field.

In the rest of the paper, we will present relevant operators of J-CO-QL by explaining their use in transformation tasks. The reader can refer to [36], where the language is introduced in more details.

4.2.4. J-CO-QL by Example: Cross-Analyzing Tweets and POIs. In this section, we will show the power of J-CO-QL, by showing its application to a real case concerning smart cities. Meanwhile, a sketch of fundamental operators is given; for a detailed introduction, refer to our internal report [37].

The first collection to consider is named TrackedPosts; it contains georeferenced posts gathered from Twitter by the FollowMe suite (Section 4.1) since May 1, 2015. The second collection is named POIs and contains georeferenced Points of Interest. We have two specific goals: (a) we want to discover the most attractive POIs in the area of the city of Bergamo; (b) we want to discover tourist traces that mostly visited POIs.

Each post in collection TrackedPosts is described by a JSON object having several fields, that is, postId, userId, date, and time. An excerpt of this collection is reported in Figure 5(a), where objects are pretty printed in a graphical way. Notice the ~geometry field: it was not present in the original JSON representation of posts; it has been added by performing some preprocessing activities by means of J-CO-QL (they are not reported here because they could be tedious for the reader).

As far as Points of Interest (POIs) are concerned, we started from the 4 collections we gathered from Open Data Portals, one for each POI category: hotel, shop, museum, and architectural. Similarly to the preprocessing task performed for posts, by means of the J-CO-QL we preprocessed them in order to obtain a unique and homogeneous collection of JSON objects, containing all the POIs, named POIs. Fields of objects are id, category (which denotes the category of the POI, e.g., hotel, shop, museum, and architectural), and ~geometry. An excerpt of collection POIs is reported in Figure 5(b).

Moving from collections TrackedPosts and POIs, we can perform transformations suitable to reach our goals, that is, (a) to rank POIs on the basis of the number of posts nearby and (b) rank user traces with respect to the number of POIs of a given type their posts are nearby. Both goals rely on the ability of discovering which posts are nearby which POI. To this end, the J-CO-QL language provides the SPATIAL JOIN operator, able to couple objects coming from two collections on the basis of a (metric or topological) spatial condition on geometries. This operator is the key of the process that is reported in Figures 6 and 7. Hereafter, we will describe the process in details, by introducing the J-CO-QL operators.

4.2.5. Ranking POIs and Posts. The general goal of the analysis process is to compute a score for POIs and a score for traces. The score for POIs is defined by

$$Sc(p) = |\{tp \in \text{TrackedPosts}|\text{dist}(p, tp) \leq 100\}|.$$ (1)

The score $Sc(p)$ of a POI $p$ is the number of posts with distance less than 100 meters from the POI’s coordinates (function dist gives the distance in meters).

As far as users traces are concerned, we rank them with respect to the four categories of POIs we considered, separately. The score is defined in

$$Sc(t, c) = \sum_{tp, t, c, p \in \text{POIs100}} \frac{1}{1 + \text{dist}(p_t, tp)}.$$ (2)

For a trace $t$ and a POI category $c$, the score $Sc(t, c)$ is the sum of inverse of the distance (in meters) between
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a point \( \text{tp}_j \) in trace \( t \) and a POI \( p_i \) of category \( c \) at distance no greater than 100 meters from \( \text{tp}_j \). (POIs 100 \((c, \text{tp}_j) \)) is the set of POIs of category \( c \) at distance no greater than 100 meters from \( \text{tp}_j \), plus 1 meter. This way, each term cannot be infinite, and it is always less than or equal 1 (it is 1 when \( \text{tp}_j \) and \( p_i \) have the same coordinates). Note that we have four scores for each trace, one for each POI category.

So, the concrete problem of the analyst is to compute the scores for POIs and traces. In the following, we will describe how a J-CO user could perform the analysis described above, by executing two simple J-CO-QL queries.

(1) Computing Scores for POIs. The first query (Figure 6) has the goal of creating a new collection named \( \text{WeightedPOIs} \), where each object describes a POI and has a score field which is the number of posts nearby to the POI. We can split the query in two parts: the first one executes a SPATIAL JOIN between collections \( \text{TrackedPosts} \) and \( \text{POIs} \); the second part performs a GROUP operation, in order to group together all posts nearby to the same POI and derive the score field (i.e., the number of nearby posts).

The key operator for this query is the SPATIAL JOIN operator (introduced in our language in [38]). It takes two collections (either stored in a MongoDB persistent database or in the intermediate results database IR) and builds pairs of objects coming from the two input collections, on the basis of the relationship existing between their geometries. In this case, we join objects \( l_i \) from collection \( \text{TrackedPosts} \), with objects \( r_j \) from collection \( \text{POIs} \), creating an object \( t_{i,j} \) for every \( i, j \). Both source collections are stored in the persistent database \( \text{SmartData} \). The two collections are aliased, within the operator, as post and poi, respectively. As far as the geometry of \( t_{i,j} \) is concerned, in our case, we specified SET GEOMETRY RIGHT, meaning that we keep the geometry of the right object \( r_j \) (in this case, the POI); alternatively, we can specify LEFT, INTERSECTION, ALL (which merges the two geometries). Notice that the output object \( t_{i,j} \) has three fields: one has the name of the left collection alias (i.e., post) and its value is the left object \( l_i \); one has the name of the right collection alias (i.e., poi) and its value is the right object \( r_j \); the third one is the geometry field. Finally, the object \( t_{i,j} \) is generated (i.e., the left and right objects are joined) only if the spatial join condition specified after the ON keyword is met: in this case, the distance between the geometries of the two objects must be no greater than 100 meters.

We then store those results in a new collection named \( \text{PostsAndPOIs} \) into the intermediate results database IR. After that, the GROUP operation takes the before-generated collection and, by grouping the objects in the
collection by values of fields, po1Id, and category, creates a collection of distinct POIs. This collection is similar to the original POIs collection, but each object has a count field, that is, the number of posts with distance equal or less than 100 meters from the POI. Notice that field posts is the array of all posts grouped together; since in the previous spatial join, the geometry of POIs was kept, all grouped objects in array posts have the same geometry; thus, we take the ~geometry field of the first object in the array as ~geometry field of the overall object (SETTING GEOMETRY option in the GENERATE action of the GROUP operator).

The collection so far obtained is saved into the persistent database SmartData with name WeightedPOIs.

(2) Computing Scores for Traces. The second query (Figure 7), computes the scores, for each POI category, of tourists’ traces. The query is composed by four parts:

1) First of all, moving from the intermediate collection PostsAndPOIs, the GROUP operator computes the score of each trace for each category.

2) The FILTER operator selects traces having score of at least 0.03 for at least one category, meaning that we want only traces with at least 3 posts in the surrounding of at least one of the given category.

3) Tourists’ traces are cloned, in order to associate them with all the different scores (one for each category), by the JOIN operator.

4) Finally, the GROUP operator generates one object for each trace for each score category, in order to generate a geometry representing the trace by means of a polyline, to show it on the map.

In details, the first GROUP operator takes posts in collection PostsAndPOIs and groups objects having the same value for fields userId and category, generating the array field named posts, containing all posts grouped together. The GENERATE action adds the score field, by summing the values of field inv_dist of objects in the array posts.

The FILTER operator takes the temporary collection and keeps only objects that satisfy the WHERE condition; then, it generates a restructured version of them. In this case, we want traces (identified by userId and labeled by field category) with a score of at least 0.3. By using the GENERATE action, we obtain objects having only fields userId, category, and score. The output collection is stored into the intermediate results database with name RankedTraces.

In the third part of the query, the JOIN operator joins the intermediate collection RankedTraces (aliased as RT) with collection TrackedPosts (aliased as post) in the SmartCities persistent database. The WHERE condition specifies that we join objects of the two input collections if they have the same value for fields userId in both objects. The behavior is similar to the SPATIAL JOIN, apart from the ~geometry field, that is not automatically dealt with. In practice, we extend posts with the category and the score of the trace for that category. Generated objects have fields score, userId, and category; the ~geometry field is taken form the ~geometry of the post, as specified by the SETTING GEOMETRY clause.

Finally, we can create a collection of objects that describe a trace labeled with the category and the score, where ~geometry is a polyline representing the track of all posts in the trace. This is done by the last GROUP operator that groups objects (posts) on the basis of fields score, userId, and category, deriving the final ~geometry by specifying SETTING GEOMETRY AS POLYLINE, which derives a polyline from each point grouped into array posts. We finally store the output collection as RankedTraces in the SmartCities persistent database.

Actually, we clustered tourists’ traces by the category of their favored POIs. In particular, if a user mostly visits architectural POIs (and posted georeferenced content nearby them), his/her track will be classified as an architectural trace. Otherwise, if a user only posts social georeferenced content when near to a shop, the shop category will be assigned to his/her trace.

In Figure 8, we can see a visualization for the POIs in distinct colors depending on their category (red, green, blue, and purple circles represent distinct categories of POIs), where each circle size represents the score (proportional to the number of posts nearby). Tourists’ traces (lines) are depicted with the color of the POIs’ category: it can be seen that the violet user traces come closer to many architectural POIs, than to other categories of POIs, since the violet color is associated with architectural POIs and the stronger is the color of the trace, the higher is the score of the trace.
4.3. The J-CO-QGIS Plug-In for QGIS. In order to provide analysts with a powerful tool for querying and visualizing georeferenced JSON data within classical GIS software, we developed a plug-in for QGIS (currently the most popular open-source free GIS software) named J-CO-QGIS.

J-CO-QGIS provides several features, in particular

(i) a DB Browser, which allows users to connect to MongoDB persistent databases and to select the collections to show;

(ii) a Collection Viewer, which takes collections from MongoDB persistent databases and loads those objects with geometrical representation (having the `geometry` field) into QGIS, so as to map them;

(iii) a Query Issuer, which is a text editor that allows users to write J-CO-QL queries and to send them to the J-CO-QL Engine.

When the plug-in is launched, it shows the DB Browser window (Figure 9): first of all, the user must specify the connection string to the MongoDB server (the connection string has the form `mongodb://user:password@example.com/the_database?authMechanism=SCRAM-SHA-1`). By clicking on the Connect button, the plug-in actually connects to the specified MongoDB server and shows the list of available databases. By browsing this list, shown in the DB list-box, the user chooses the database from which to get the desired collection. The content of the Collection list-box is updated, with the list of collections available in the chosen database.

At this point, the Collection Viewer window is open (Figure 10). In this window, it is possible to select objects of interest to show as a QGIS information layer; the right-hand side area shows the full structure of selected JSON objects. The Insert selection to MongoDB button reexports the selected objects into a new collection within the persistent database, whose name will be asked in a prompt. The OK button shows the layer containing the selected objects on the map.

As an example, suppose we have two collections, named POIs and TrackedPosts (deeply described in Section 4.2.4). The former describes Points of Interest and the latter the location from which tourists wrote geotagged posts to a social network. Figure 11 depicts the layers created by selecting objects in the two collections: POIs are depicted as colored circles, while posts’ locations are depicted as red stars (the user can choose how to visualize geotags).

4.4. The Treets Web Application. Treets is a web application developed to provide analysts with a visual-analysis tool for geolocated tweets gathered by the FollowMe suite (Section 4.1). It has been designed to enable people, that do not have coding or GIS skills to explore data, find out information from trajectories, texts, and pictures in tweets, to help them in the analysis process. To achieve this goal, Treets provides features such as filtering, visualization, and data exporting.

In this section, we present functionalities of Treets, to show how this visual-analysis tool can help analysts in their exploratory activity.

In the left-hand side of the home page (Figure 12), a map dynamically shows traces and tweets. The panel in the right-hand side of the home page shows some information and provides filters (later discussed and shown in Figure 13).

On the map, tweets are represented as points. Clicking on a point, a pop-up window appears, containing details of the chosen tweet, including text, images, and external links (Figure 14). By clicking on the pop-up window, a new browser tab is open, and the user is redirected to Twitter web site, namely to the page showing the tweet itself.

On the map in the home page of Treets, tweets posted by the same user are linked in the chronological order by colored lines forming a trace; each trace has a different color. By clicking on a trace, a pop-up window appears with the user name, the number of tweets in the trace and a button to export tweets in the trace as a CSV (Comma Separated Value) file.

As far as filtering of tweets shown on the map is concerned, Treets provides five different alternatives:
(i) **By Username**: to retrieve the trace of a desired user (see, e.g., the trace in Figure 15, that shows the trip of a Californian tourist).

(ii) **By Text**: to find tweets containing the desired text and display the full traces they are part of on the map. Double quoted texts permit to find an entire sentence within texts e.g., to look for Accademia Carrara, the ancient art museum in Bergamo, the search string is "Accademia Carrara," which is different from "Carrara Academy" (anyway, the search is performed in a case-insensitive way).

(iii) **By Location**: by double clicking on the map, the Latitude and Longitude fields in the search form will be automatically filled (they can also be manually edited); thus, the desired radius of the circumference can be specified; the Show Circle button shows the search circle on the map; the Search button will filter tweets falling in the search circle and all traces with at least one selected tweet will be shown on the map (Figure 16).

(iv) **By Location and Text**: this search option allows analysts to combine location-based and text-based filtering.

(v) **By J-CO-QL**: J-CO-QL queries can be specified; furthermore, it is also possible to select a *MongoDB* server and a database, from which to select a collection of JSON objects to show (only geotagged
objects) on the map; this way, more skilled analysts can make use of one single web tool for both performing integration and transformation of data sets and to visualize them on the map.

As an example, we investigated tweets gathered by the FollowMe suite in order to discover unusual tourists that visited the city of Bergamo, with respect to our expectation of usual tourist. By performing a text search, looking for tweets talking about Accademia Carrara, that is, the ancient art museum in Bergamo, we found out the tourist whose trace is shown in Figure 15: this is a Californian tourist, that landed in Milan Linate airport, visited some museums in Milan, then went to Bergamo to spend some days, and then moved to Venice making some intermediate stages. Looking at texts, it is clear that this tourist is an art passionate. Notice that even though this tourist is not statistically relevant alone, an analysis could reveal interesting outcomes, suggesting improvement of synergy among museums and cities, building a network in northern Italy to attract such kind of tourists. Furthermore, from a technical point of view, it suggests to develop tools to perform analysis and discovery tasks on an automated basis that would never be possible to conduct by hand.

4.5. Analysis and Discovery Tools. In the Urban Nexus digital environment, this section is the newest and less developed. The idea is to develop tools that perform knowledge discovery tasks. The reader can think about data mining tools, but also other kind of analysis are acceptable; it depends on what the methodology asks for.

Currently, we identified the following needs:

(i) Analysis of paths followed by users, in terms of visited places and visited POIs.

(ii) Discovering the most frequent patterns of personal spatial dimensions, by means of frequent itemset mining techniques.

(iii) Trajectory analysis techniques could be developed, in order to better understand how city users move in the city.

Currently, we have worked on data collected by the FollowMe suites, that is, geolocated tweets of possibly traveling users. The analysis of such a data set inspired a novel technique to study the centrality of places, that is, rank places to let the central places in tours emerge; this technique is described in Section 4.5.1.

As far as discovering the most frequent patterns of personal spatial dimensions is concerned, we are going to address this problem. In our opinion, having the set of places visited by one single person, the well-known frequent itemset mining technique [19–21] could be very helpful in revealing common patterns of space usage. In particular, we could find out common patterns of one single person, as well as common patterns of groups of people; we also foresee that unexpected communities could emerge. Certainly, we are going to apply this approach to collected tweets, but we plan to adopt a volunteered approach to gather more detailed data.

Finally, better insights could be provided by trajectory analysis techniques. In previous works [39, 40], some algorithms for clustering trajectories detected from tweets gathered by the FollowMe suite were developed and tested. However, we think that the results are not satisfactory for the investigation methodology developed within the Urban Nexus project; consequently, they are not part of the Urban Nexus digital environment.

4.5.1. Node Rank. We now present the Node Rank technique, developed to discover centrality of places visited by tourists.

Consider a corpus of geolocated tweets, gathered by the FollowMe suite (Section 4.1), containing the traces of tourists that visited a given city. A tweet \( t \) has a date_time property, that is, the date and time the tweet was posted, as well as a user_id, denoting that the user that posted the tweet. For each user, it is possible to sort his/her tweets on the basis of property date_time, thus obtaining the trip of user user_id:

\[
\text{Trip(user_id)} = \langle t_1, \ldots, t_n \rangle,
\]

where \( n \geq 1 \) and such that, for each pair \( t_i \) and \( t_{(i+1)} \), it is \( t_i \cdot \text{date_time} < t_{(i+1)} \cdot \text{date_time} \).

Being geolocated, that is, with associated latitude and longitude of a point on the earth, a tweet \( t \) corresponds either to the place from which the user posted the tweet, or to the place the user selected while geotagging the tweet. The consequence is that a trip describes in which order a user moved and which places he/she visited, or places he/she was referring to.

Thus, we can represent a trip on a graph, where nodes correspond to places (on the basis of their coordinates), while edges represent a move of a user from a place denoted by a tweet \( t_i \) to a place denoted by a tweet \( t_{(i+1)} \). Obviously, in our analysis, it is not relevant to study a single trip, but all trips together, so in the same graph, we represent all collected trips.

As an example, Figure 17 shows a sample graph that represents 13 places (nodes) and 12 moves (edges) that are obtained from several trips of different users described by their tweets. As far as nodes are concerned, the bold number in the top left corner is the node identifier, while the number reported in the center of nodes is the number of tweets posted in that place. As far as edges are concerned, the number reported beside an edge denotes the number of moves emerged from tweets.

At this point, we can formulate the problem: we want to define a ranking measure for places, depending on the movement of citizens, able to measure if a place is central, on the basis of incoming and outgoing moves (edges).

Hereafter, we present the formal definition of the Node Rank approach. A complete description can be found in [41].

The Node Rank Method. The Node Rank method was inspired by the Page-Rank method [18, 42], due to the similarity between hypertextual links and moves of tourists in a network modeling a city. The idea is that when a tourist is visiting a city, his/her decision to visit a place could be influenced not only by the popularity of places from which he/she come from, but also by the popularity of places he/she
is going to visit. Then, it is necessary to consider different kinds of relevance:

(i) *Inbound Relevance*. A place (a node in the graph) receives an inbound relevance, that is, a relevance influenced by the popularity of nodes from which inbound edges start.

(ii) *Outbound Relevance*. A place receives an outbound relevance, that is, a relevance influenced by the popularity of nodes to which outbound edges point to.

(iii) *Compound Relevance*. The relevance of each place is obtained by composing inbound relevance and outbound relevance.

To illustrate the idea, consider the sample graph depicted in Figure 17. If we consider the inbound relevance, node 2 should be intuitively the most relevant, since it has four incoming edges; this means that the associated place is of interest for many tourists and is the target where to end the trip. If we consider node 3, we can see the opposite situation, that is, it has four outgoing edges, so it represents a place that is important as starting point for tourist trips. Therefore, we argue that the rank of node 2 and node 3 should be the same.

But what about node 1? It has two incoming nodes and two outgoing nodes, so its role is different with respect to the role played by node 2 (a favorite target) and node 3 (a favorite starting point): it is crucial as intermediate place through many trips, that is, it is the place where many tourist passed, during their trips, in the middle of their paths. Since the goal of our research is to discover such crucial places, we need to combine both inbound relevance and outbound relevance.

The basic set of equations computes either the inbound relevance or the outbound relevance of each node $u$, denoted as $NR_{in}(u)$ and $NR_{out}(u)$, respectively.

$$NR_{in}(u) = (1-d) + d \sum_{v \in IB(u)} \frac{NR_{in}(v)}{N_{in}(v)},$$

$$NR_{out}(u) = (1-d) + d \sum_{v \in OB(u)} \frac{NR_{out}(v)}{N_{out}(v)},$$

where $N_{in}(u)$ is the number of incoming edges, while $N_{out}(u)$ is the number of outgoing edges. IB$(u)$ and OB$(u)$ denotes, respectively, nodes connected to $u$ by an inbound edge and an outbound edge for node $u$.

Note that we obtain two systems of equations: one for inbound ranks and one for outbound ranks.

For each node, it is necessary to combine inbound and outbound ranks, by means of the following formula.

$$NR(u) = (NR_{in}(u) + NR_{out}(u)) \times adj(u).$$  \hspace{1cm} (5)

The sum of the inbound and outbound ranks is corrected by means of an adjustment factor:

$$adj(u) = 1 - \frac{1}{1 + \log_k (1 + N_{in}(u) + N_{out}(u))}.$$ \hspace{1cm} (6)

where $N_{in}(u)$ is the sum of number of single tweets, and self-loops for node $u$. The adj parameter has been introduced to deal with single tweet trips, that is, with users that posted only one tweet in their trips, as well as self-loops, that is, users that posted two or more consecutive tweets from the same place.

The base of the logarithm $k$ is based on the maximum value of

$$N_{tot} = \max_{u \in B}(N_{in}(u) + N_{out}(u)),$$ \hspace{1cm} (7)

that is, the place with maximum number of tweets ($B$ is the total set of nodes in the graph). So, the base of the logarithm $k$ is defined as

$$k = \sqrt[N_{tot}]{N_{tot}}.$$ \hspace{1cm} (8)

The final rank of node is the sum of the inbound rank and the outbound rank. However, we could obtain ranks that still precisely do not represent the actual importance of place: from our perspective, a place must be valuable for both tourism and mobility. For these reasons, given the same number of links, a node with variety of incoming and outgoing links is more important than uniform ones. Thus, the final ranks $\overline{NR}(u)$ are given by the following equations:

$$\overline{NR}(u) = (NR_{in}(u) + NR_{out}(u)) \times \left(1 + \frac{(N_{in}(u))}{(N_{out}(u))}\right),$$ \hspace{1cm} (9)

$$\overline{NR}(u) = (NR_{in}(u) + NR_{out}(u)) \times \left(1 + \frac{N_{out}(u)}{N_{in}(u)}\right).$$ \hspace{1cm} (10)
If $N_{\text{in}}(u) < N_{\text{out}}(u)$, (9) is used to compute the final score for node $u$, otherwise (10) is used. The correction factor (by which $(NR_{\text{in}}(u) + NR_{\text{out}}(u))$ is multiplied) is introduced, in order to benefit nodes with more variety, for instance nodes with the same number of incoming and outgoing edges receive the maximum boost, meanwhile nodes with only one of the two types of edges do not receive any boost. The factor $perc$ must not be chosen equal to zero: if its value is positive and near to zero, it will produce a great boost, instead if its value is a large number it will nullify the possible increase; moreover, we can also choose a negative value if we want to give a negative boost.

For our purpose, $perc = 5$ is suitable, since it gives a maximum boost of 20%, with respect to the noncorrected ranks $(NR_{\text{in}}(u) + NR_{\text{out}}(u))$.

The algorithm we developed to solve the equations so far defined is outside the scope of this paper (see [41]). However, we report a sample result obtained by analyzing a pool of tweets concerning the city of Bergamo. Table 1 shows how places are ranked by the Node Rank approach, on the basis of analyzed tweets, while Table 2 shows the same places ordered on the basis of the simple number of tweets posted in that places. The reader can see how the order changes: the places that gain the top-most positions emerge as the key places through which most of tourists pass before visiting other places during their trip.

The potential applications of this approach are manifold, at various orders of magnitude: changing the scale, we can analyze local areas (such as cities), regions, countries, and so on.

5. Conclusions

The analysis of mobility by exploiting user-generated data through mobile devices is an ambitious task. In fact, it demands for an integrated multidisciplinary approach: geographers and analysts must define a suitable methodology to gather mobile-users data sets and investigate them; computer scientists must develop novel and powerful tools and frameworks to perform very complex tasks on data, such as data gathering, transformation, integration, analysis, and visualization. This is the ambition of the Urban Nexus project.

Based on this premise, we can summarize the contributions of this paper. First of all, we introduced a novel perspective toward smart cities, where a city is smart since it learns about how city users live in the city, in order to improve infrastructures and services on the basis of needs in terms of mobility; the concept of rhizome, born in other scientific areas, is providing a novel and crucial approach, supporting the reticular view of city-life experience.

Second, the paper provides an investigation methodology that could be used to drive any kind of analysis process of mobile-user data, towards the reconstruction of rhizomes.

Third of all, we show the large variety of tools necessary to perform such an investigation, moving from a real-life data set gathered from Twitter; this data set contains traces of traveling people through Europe, reconstructed by following georeferenced messages they posted during their trips. Then, the J-CO framework supports the integration and transformation of data sets, while the Trees web application allows analysts to deeply investigate traces and habits of mobile users. Finally, towards the reconstruction of collective rhizomes, we presented the Node Rank method, that is able to give a quantitative evaluation of visited places on the basis of the reticular approach. In practice, we could say that a large variety of Big Data requires a large variety of tools to analyze them.

Obviously, we cannot consider our research to be at the end. Paradoxically, we are at the beginning of a long research activity. This is true in relation to several aspects. First of all, traces of traveling users detected through Twitter are not the only possible ones. Many other sources could be used, such as the one produced by Google Timeline, that users could voluntarily provide; they could give a different perspective about habits of users, but the investigation methodology does not change.

Second, novel strategies to transform and integrate data could be developed, on the basis of automatic algorithms that could cluster data and characterize them based on texts and images; furthermore, sentiment analysis techniques could be applied to detect sentiment polarity of messages.

Finally, as sketched throughout the paper, data mining techniques based on the concept of frequent itemset mining could be developed and applied, so as to actually reconstruct rhizomes from global perspectives.

We are confident in the development of the three areas mentioned above. Thus, many research activities could be and will be performed, definitely enlarging the Urban Nexus digital environment and, at the end, the possibility for smart
cities to learn from city users’ experience. Nevertheless, the overall integrated approach, which is the main contribution of this paper, is still suitable and perfectly adequate to support our future work.
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