Nonparametric Blind Signal Detection Based on Logarithmic Moments in Very Impulsive Noise
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The detection problem in impulsive noise modeled by the symmetric alpha stable (SaS) distribution is studied. The traditional detectors based on the second or higher order moments fail in SaS noise, and the method based on the fractional lower order moments (FLOMs) performs poorly when the noise distribution has small values of characteristic exponent. In this paper, a detector based on the logarithmic moments is investigated. The analytical expressions of the false alarm and detection probabilities are derived in nonfading channels as well as Rayleigh fading channels. The effect of noise uncertainty on the performance is discussed. Simulation results show that the logarithmic detector performs better than the FLOM and Cauchy detectors in very impulsive noise. In addition, the logarithmic detector is a nonparametric method and avoids estimating the parameter of the noise distribution, which makes the logarithmic detector easier to implement than the FLOM detector.

1. Introduction

Signal detection in noise is a classical problem in signal processing, and it is a key technology for mobile information systems. Usually, mobile information systems are designed under the assumption of Gaussian noise for mathematical convenience. However, in many applications, the background noise is non-Gaussian and shows impulsive behavior, such as man-made noise, interference from adjacent channel, and radio frequency interference (RFI) [1–3]. In impulsive noise, the conventional detection methods optimized under the Gaussian noise assumption suffer from a drastic performance degradation, which degrades the overall performance of the mobile information systems. Thus, more accurate models for impulsive noise are developed. The generalized Gaussian (GG) distribution, Gaussian mixture (GM) model, Middleton Class-A (MCA) model, and symmetric alpha stable (SaS) distribution are alternative models for impulsive noise.

The SaS distribution has a solid theoretical foundation that it satisfies the generalized central limit theorem and has an advantage of stability. In addition, empirical data prove that the SaS distribution is a successful model for impulsive noise in mobile information systems. For example, radio frequency interference (RFI) for the embedded wireless data transceivers can be modeled using symmetric alpha stable (SaS) distributions with a characteristic exponent of 1.43 [2]. The co-channel interference in a communication link in a Poisson field of interferers shows very impulsive behavior and can be modeled using SaS distributions with small characteristic exponent values [4]. In medical diagnosis or mobile health data processing, evoked potential (EP) detection is an important problem. Experimental analysis showed that the noised EP signal could be successfully modeled using SaS distributions with characteristic exponent values between 1.06 and 1.94 [5]. In [6], the noise fitting procedure indicated that the SaS distribution could fit the noise from GSM-R antennas much better than the Middleton Class-A model and Gaussian distributions. Due to these advantages, the SaS distribution has received an increasing attention for modeling the impulsive noise in recent years. In this paper, we consider the signal detection problem in very impulsive SaS distributed noise.

In the early literature, the proposed detectors for SaS noise usually require prior knowledge of the transmitted signal. This kind of detectors mainly includes the optimal detector and the locally optimal detector under a weak signal assumption. As the probability density function (PDF) of
SaS has no closed form expression, the optimal and locally optimal detectors should be implemented through numerical methods, which results in a heavy computational burden. Thus, some locally suboptimal detectors are proposed, such as the soft limiter, hole puncher, and local Cauchy detector [3]. Some detectors based on the approximate expression for the PDF of the SaS distribution are also investigated [7, 8].

In some practical applications, such as the communication countermeasure, and cognitive radio, the transmitted signal is not available. The aforementioned detectors cannot be used directly, and thus blind or semiblind detection techniques are required. The generalized likelihood ratio test (GLRT) is an optimal solution, but it is extremely time-consuming [9]. The blind Cauchy detector is a special case of the GLRT and only performs well for some characteristic exponent in SaS noise. Recently, a scheme based on the fractional lower order moment (FLOM) is investigated in [10]. It performs better than the blind Cauchy detector. However, when the noise distribution has small values of the characteristic exponent, the FLOM detector performs poorly. In addition, the moment order of the FLOM should be determined, whose choice depends on the estimated characteristic exponent.

The logarithmic process was first introduced in [11]. Then the logarithmic moment (LM) was utilized for parameter estimation of the SaS distribution [12–14]. However, its application to signal detection has not yet received much attention. In this paper, we apply the logarithmic moment to signal detection and propose a detector based on it. The performance of the logarithmic detector is investigated in detail. The main contributions include the following: (i) We derive the analytical expressions of the false alarm and detection probabilities in nonfading channels as well as Rayleigh fading channels. (ii) The effect of the noise uncertainty on the detection probability is discussed, and the detection performance with different characteristic exponents and sample sizes is also investigated. (iii) The simulation results illustrate that the logarithmic detector performs better than the Cauchy and FLOM detectors when the characteristic exponent is smaller than 1.5. (iv) The logarithmic detector is a nonparametric method and avoids estimating the parameter of the noise distribution, which make the logarithmic detector easier to implement than the FLOM detector.

The remainder of this paper is organized as follows. In Section 2, the system and noise models are presented and the conventional detectors are introduced. In Section 3, the logarithmic detector is proposed and its performance is analyzed. In Section 4, extensive simulations are carried out. Finally, conclusions are drawn in Section 5.

2. System Model and Conventional Detectors

2.1. System Model. In this paper, the word “signal detection” refers to deciding whether a signal is present or not in the received data. It can be formulated as a binary hypothesis testing problem, described by $H_0$: signal absent and $H_1$: signal present. It can be written as

$$
\begin{align*}
H_0: \quad & z(n) = w(n), \\
H_1: \quad & z(n) = hs(n) + w(n),
\end{align*}
$$

where $z(n)$ is the received data sample at time $n \in \{1, 2, \ldots, N\}$, $w(n)$ represents the impulsive noise, $s(n)$ is the transmitted signal, and $h$ is the channel gain between the transmitter and receiver.

The impulsive noise $w(n)$ is modeled by an independent and identically distributed (i.i.d) SaS distribution. Since the received signal is usually a sum of multiple nonlinear signal (NLOS) signals, $s(n)$ can be modeled as a Gaussian random variable with zero mean according to the central limit theorem and is assumed to be independent of the noise $w(n)$.

The SaS distribution is described by its characteristic function:

$$
\varphi_{\alpha}(t) = \exp(-\gamma|t|^\alpha),
$$

where $0 < \alpha \leq 2$ and $\gamma > 0$. $\alpha$ is the characteristic exponent and determines the thickness of the distribution tail. When $\alpha$ is smaller, the tail is more thick and the pulse characteristic is more noticeable. $\gamma$ is the scale parameter, also known as the dispersion parameter. It indicates the degree of the dispersion spread which is similar to the variance in a Gaussian distribution.

The PDF of the SaS distribution is the inverse Fourier transform of the characteristic function, namely,

$$
f_{\alpha}(x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \varphi_{\alpha}(t)e^{-ixt} \, dx.
$$

The PDF does not have a closed form expression except for $\alpha = 2$ and $\alpha = 1$. In the two special cases, the SaS distribution reduces to Gaussian distribution and Cauchi distribution, respectively.

2.2. Conventional Detectors. In blind signal detection, the transmitted signal and channel gain are usually not available, so the likelihood ratio test (LRT) cannot be used directly. We can first estimate the unknown parameters and then apply the likelihood ratio test, which is known as the generalized likelihood ratio test, defined as [9]

$$
\Lambda_{\text{GLRT}} = \sum_{n=1}^{N} \log \frac{f_{\alpha}(z(n) - \hat{h}s(n))}{f_{\alpha}(z(n))},
$$

where $\hat{h}$ and $\hat{s}(n)$ are the maximum likelihood estimates of $h$ and $s(n)$. Due to the numerical evaluation of $f_{\alpha}(x)$ and the parameter estimation, the GLRT detector is too complex to be applied for real-time applications. In the special case of $\alpha = 1$, the GLRT detector becomes a Cauchy detector [9], namely,

$$
\Lambda_{\text{Cauchy}} = \sum_{n=1}^{N} \log \left[1 + \frac{|z(n)|^2}{\gamma^2} \right].
$$

In the case of $0 < \alpha < 2$, the second and higher order moments do not exist, so the traditional detector based on these moments cannot be used. However, the fractional lower moments (FLOMs) of any order less than $\alpha$ do exist. Then, the FLOM detector is proposed [10], which is defined as
\[ \Lambda_{FLOM} = \frac{1}{N} \sum_{n=1}^{N} |z(n)|^p, \]  

where \( p \) is the order of the fractional moment. In order to ensure the existence of the FLOM statistic variance, the allowable value of \( p \) should be limited between 0 and \( \alpha/2 \). The choice of \( p \) depends on \( \alpha \) which could be estimated by some methods [12, 13].

### 3. Nonparametric Logarithmic Detector and Performance Analysis

**3.1. Logarithmic Moment-Based Detector.** The logarithmic moment has been successfully applied to parameter estimation of the S\( \alpha \)S distribution, but few studies investigate its application to signal detection. In this paper, we proposed a detector based on the logarithmic moment (LM). The LM detector is defined as

\[ \Lambda_{LM} = \frac{1}{N} \sum_{i=1}^{N} \log[z(n)]^{H_1} \text{ if } H_1 \geq \eta, \]

where \( \eta \) is the detection threshold which could be determined by a given \( P_f \). Compared with the FLOM detector, this detector does not need to decide the moment order \( p \), which is convenient in practical applications.

**3.2. Performance Analysis of the Logarithmic Detector in Nonfading Channels.** The statistic \( \Lambda_{LM} \) is the sum of \( N \) independent random variables. When \( N \) is large enough, the statistic follows an asymptotic Gaussian distribution under either hypothesis due to the central limit theorem. To calculate the false alarm and detection probabilities, the mean and variance of the statistic should be calculated first.

Under hypothesis \( H_0 \), the mean and variance of \( \Lambda_{LM} \) can be calculated as (see Appendix for detail)

\[ u_0 = E[\Lambda_{LM}|H_0] = C_\alpha \left( \frac{1}{\alpha} - 1 \right) + \frac{1}{\alpha} \log \eta, \]

\[ \sigma_0^2 = E[\Lambda_{LM}^2|H_0] - E^2[\Lambda_{LM}|H_0] = \frac{\pi^2}{6N} \left( \frac{1}{\alpha^2} + \frac{1}{2} \right). \]

Under hypothesis \( H_1 \), the mean of \( \Lambda_{LM} \) can be expressed as

\[ u_1 = E[\Lambda_{LM}|H_1] = - \int_0^{\infty} E(u) \ln(u) F(u) \, du - C_e \cdot \int_0^{\infty} E(u) F(u) \, du, \]

where

\[ E(u) = \exp\left(-u^\alpha - \frac{h^2 \sigma_1^2}{2} u^2\right), \]

\[ F(u) = \gamma u u^{-1} + h^2 \sigma_1^2 u, \]

\[ C_e = 0.577215 \ldots \]

The variance of \( \Lambda_{LM} \) can be computed as

\[ \sigma_1^2 = \frac{1}{N} \left[ E\left[ \left( \log|z| \right)^2 \right] - \left( E\left[ \log|z| \right] \right)^2 \right] \]

\[ = \frac{1}{N} \left[ E\left[ \left( \log|z| \right)^2 \right] - u_1^2 \right], \]

where

\[ E\left[ \left( \log|z| \right)^2 \right] = \int_0^{\infty} E(u) (\ln(u))^2 F(u) \, du + 2C_e \int_0^{\infty} E(u) \ln(u) F(u) \, du + \left( C_e + \frac{\pi^2}{12} \right) \int_0^{\infty} E(u) F(u) \, du. \]

Then the false alarm and detection probabilities can be calculated as

\[ P_f = \{ \Lambda_{LM} > \eta | H_0 \} = Q\left( \frac{\eta - \mu_0}{\sigma_0} \right), \]

\[ P_d = \{ \Lambda_{LM} > \eta | H_1 \} = Q\left( \frac{\eta - \mu_1}{\sigma_1} \right). \]

The expression of \( P_f \) has a closed form, so the threshold \( \eta \) can be easily calculated from this expression, where the parameters \( \alpha \) and \( \gamma \) can be estimated by many methods [12, 13]. Although the expression of \( P_d \) has no closed form, it can be evaluated by numerical methods. Through evaluating the expression of \( P_d \), we can conveniently obtain the relationship between the detection probability and the sample size under different GSNRs, which gives us useful guideline for the choice of the sample size in practical applications.

In the following, we consider the effect of noise uncertainty on the logarithmic detector. Noise uncertainty is mainly caused by temperature variation, nonlinearity of components, initial calibration error, and interference [15, 16]. In general, a detector with a fixed threshold is designed based on the nominal noise power which is estimated in a finite time, so the performance will degrade when the actual noise power does not equal the nominal noise power.

From (8), (9), and (16), the threshold for logarithmic detector depends on the knowledge of the parameters \( \gamma \) and \( \alpha \) which should be estimated by taking a large number of samples but some residual uncertainty still exists. Next, we only analyze the effect of uncertainty of \( \gamma \) on the detection performance; a similar procedure can be carried out for the parameter \( \alpha \).

We denote the nominal noise dispersion or the estimated noise dispersion by \( \gamma_n \) and the actual noise dispersion by \( \gamma_a \). In the presence of noise uncertainty, \( \gamma_a = \rho \gamma_n \), where \( \rho \) is the noise uncertainty coefficient, and its value in dB is denoted by \( \beta = 10 \log_{10} \rho \). Usually, \( \beta \) is uniformly distributed in the interval \([-B, B]\) [10, 17]. Then, the PDF of \( \beta \) can be expressed as

\[ f(\beta) = \begin{cases} \frac{1}{2B} & -B < \beta < B \\ 0, & \text{otherwise.} \end{cases} \]
According to the relationship between $\gamma_a$ and $\beta$, we can easily obtain the PDF of $\gamma_a$ as follows:

$$f(\gamma_a) = \begin{cases} \frac{10}{2B\gamma_a \ln 10}, & \gamma_a 10^{-B/10} < \gamma_a < \gamma_a 10^{B/10} \\ 0, & \text{otherwise}. \end{cases} \quad (19)$$

In nonpresence of noise uncertainty, the false alarm and detection probabilities can be calculated using (16) and (17). When the noise uncertainty does exist, the noise dispersion $\gamma$ is no longer a constant value. In this case, we view (16) and (17) as conditional probabilities, where the condition is that $\gamma$ is fixed. Then $P_f$ and $P_d$ are functions of the actual noise dispersion $\gamma_a$, and they can be rewritten as $P_f(\gamma_a)$ and $P_d(\gamma_a)$, respectively. By averaging (16) and (17) over (19), the probabilities of false alarm and detection under noise uncertainty can be obtained as

$$P_f = \int_b^c P_f(\gamma_a) f(\gamma_a) d\gamma_a,$$

$$P_d = \int_b^c P_d(\gamma_a) f(\gamma_a) d\gamma_a,$$

where $b = \gamma_a 10^{-B/10}$ and $c = \gamma_a 10^{B/10}$. $P_f$ and $P_d$ do not have a closed form expression, but they can be evaluated by numerical methods.

### 4. Simulation Results and Analysis

In this section, simulation results are presented to show the performance of the logarithmic detector. The channel is assumed fading free, unless otherwise specified. The transmitted signal is a Gaussian process with zero-mean and variance $\sigma_s^2 = E[|s(n)|^2]$. The results are based on 10000 Monte–Carlo simulations with a generalized signal-to-noise ratio (GSNR) defined as $\text{GSNR} = 10 \log_{10}(\sigma_s^2/\gamma)$ [10].

Figure 1 shows the detection probability versus the GSNR for the logarithmic detector, $P_f = 0.1$, and $N = 1000$. 4]

In nonpresence of noise uncertainty, the false alarm and detection probabilities can be calculated using (16) and (17). When the noise uncertainty does exist, the noise dispersion $\gamma$ is no longer a constant value. In this case, we view (16) and (17) as conditional probabilities, where the condition is that $\gamma$ is fixed. Then $P_f$ and $P_d$ are functions of the actual noise dispersion $\gamma_a$, and they can be rewritten as $P_f(\gamma_a)$ and $P_d(\gamma_a)$, respectively. By averaging (16) and (17) over (19), the probabilities of false alarm and detection under noise uncertainty can be obtained as

$$P_f = \int_b^c P_f(\gamma_a) f(\gamma_a) d\gamma_a,$$

$$P_d = \int_b^c P_d(\gamma_a) f(\gamma_a) d\gamma_a,$$

where $b = \gamma_a 10^{-B/10}$ and $c = \gamma_a 10^{B/10}$. $P_f$ and $P_d$ do not have a closed form expression, but they can be evaluated by numerical methods.

### 3.3. Performance Analysis of the Logarithmic Detector in Rayleigh Fading Channels

In Rayleigh fading channels, $P_f$ remains the same as that of (16) in nonfading channels. The average detection probability can be evaluated by averaging the conditional $P_d$ in the nonfading case as given in (17) over the channel gain. In this case, $P_d$ in (17) can be regarded as a function of $h$, rewritten as $P_d(D|h)$. The average detection probability $\overline{P}_d$ in Rayleigh fading channels can be obtained as follows:

$$\overline{P}_d = E_h[P_d(D|h)]. \quad (21)$$

Since the channel gain $h$ is Rayleigh distributed, its PDF is shown as

$$f(h) = \frac{h}{\sigma^2} \exp\left(\frac{-h^2}{2\sigma^2}\right), \quad h \geq 0, \quad (22)$$

where $\sigma^2 = \sqrt{2/\pi E[h]}$. So, $\overline{P}_d$ can be calculated as

$$\overline{P}_d = \int_0^\infty P_d(D|h) f(h) dh,$$

$$= \int_0^\infty Q\left(\frac{\eta - \mu_1}{\sigma_1}\right) f(h) dh. \quad (23)$$

It is difficult to find a closed form expression for $\overline{P}_d$, but we can evaluate it by numerical methods. Specially, when the GSNR is low enough where $\sigma_s^2 \approx 0$ and $\sigma_1 \approx \sigma_0$, $\overline{P}_d$ can be simplified as

$$\overline{P}_d = \int_0^\infty Q\left(\frac{\eta - \mu_1}{\sigma_0}\right) f(h) dh. \quad (24)$$

Because $\sigma_0^2$ is not a function of $h$, the integral will be greatly simplified.

**Figure 1**: Detection probability versus GSNR for the logarithmic detector, $P_f = 0.1$, and $N = 1000$. 4

In this section, simulation results are presented to show the performance of the logarithmic detector. The channel is assumed fading free, unless otherwise specified. The transmitted signal is a Gaussian process with zero-mean and variance $\sigma_s^2 = E[|s(n)|^2]$. The results are based on 10000 Monte–Carlo simulations with a generalized signal-to-noise ratio (GSNR) defined as $\text{GSNR} = 10 \log_{10}(\sigma_s^2/\gamma)$ [10].

Figure 1 shows the detection probability versus the GSNR for the logarithmic detector in nonfading channels, where $P_f = 0.1$ and $N = 1000$. The curves are obtained from the simulation using (7) and by evaluating the analytical expressions in (16) and (17). The theoretical results are consistent with the Monte–Carlo simulation results very well for different $\alpha$ and $\gamma$, which proves the accuracy of the analytical expressions of the false alarm and detection probabilities. In addition, for a fixed false alarm probability, the detection probability increases with the increment of $\alpha$ when $\gamma = 2$, whereas it decreases with the increment of $\alpha$ when $\gamma = 1$. Therefore, the relationship between the detection probability and $\alpha$ depends on the values of $\gamma$. 4

Figure 2 shows the detection probability versus characteristic exponent $\alpha$ for different values of the GSNR and dispersion parameter $\gamma$, where $P_f = 0.1$ and $N = 1000$. 4

The relationship between the detection probability and $\alpha$ is not definite, and it depends on the values of the GSNR and $\gamma$. For a fixed $\alpha$ and GSNR, the detection probability increases with the decrement of $\gamma$. When GSNR $= -8$ dB and $\gamma = 1$, the detection probability decreases with the increment of $\alpha$. This result indicates that the detection performance is better in the presence of increased impulsive noise, which opposes researchers’ intuition that more impulsive noise results in worse detection performance. This intuition is one-sided and based on an assumption that the detection performance is determined by the background noise. In fact, the detection...
performance depends not only on the background noise but also on the detector. This special result indicates that the logarithmic detector has a good ability to deal with the impulsive noise.

Figure 3 shows the relationship between the detection probability and the sample size $N$, where $\alpha = 1$, $c = 2$, and $P_f = 0.1$. The detection probability increases rapidly with the increment of $N$ under a high GSNR, whereas it increases slowly with the increment of $N$ under a low GSNR. Thus, when the GSNR is low, we should collect much more sample data to achieve a desired detection probability.

Figure 4 shows the receiver operation characteristic (ROC) curves of the logarithmic detector with different values of noise uncertainty, where $\alpha = 1.5$, $\gamma = 1$, GSNR $= -5$ dB, and $N = 1000$. From this figure, we can see that the detection probability decreases with the increment of the noise uncertainty. When the value of $B$ increases from 0 dB to 2 dB, the detection probability at $P_f = 0.1$ decreases from 0.8 to 0.2. To mitigate the effect of noise uncertainty, cooperative detection techniques are presented in the literature [18]. In addition, more accurate methods should be adopted to estimate the parameters $\alpha$ and $\gamma$ based on more sample data.

Figure 5 compares the detection probability between the logarithmic and Cauchy detectors in nonfading channels, where $\gamma = 2$, $P_f = 0.1$, and $N = 1000$. We can see that the
The logarithmic detector outperforms the Cauchy detector for different $\alpha$. In addition, the advantage of the logarithmic detector over the Cauchy detector becomes more obvious when $\alpha$ turns smaller. It indicates that the logarithmic detector is more suitable for detection in very impulsive noise than the Cauchy detector.

In Figure 6, the performance of the logarithmic detector is compared with the FLOM detector in nonfading channels, where $\gamma = 2$, $P_f = 0.1$, and $N = 1000$. (a) $\alpha = 1.5$; (b) $\alpha = 1$; (c) $\alpha = 0.5$.

Figure 6: Detection probability versus GSNR for the logarithmic and FLOM detectors in nonfading channels, $\gamma = 2$, $P_f = 0.1$, and $N = 1000$. (a) $\alpha = 1.5$; (b) $\alpha = 1$; (c) $\alpha = 0.5$. 

The logarithmic detector shows a more serious performance degradation than the logarithmic detector, which proves that the logarithmic detector is more suitable for detection in very impulsive noise than the Cauchy detector.
detector is more robust than the FLOM detector. Thus, the logarithmic detector performs better than the FLOM detector, and it is more suitable for signal detection in very impulsive noise.

Figure 7 shows the ROC curves of the logarithmic, FLOM, and Cauchy detectors for different values of $\alpha$ in Rayleigh channels. We can see that the logarithmic detector performs better than the FLOM and Cauchy detectors when $\alpha < 1.5$. In addition, the advantage of the logarithmic detector over the FLOM and Cauchy detectors is much greater when $\alpha$ is smaller. Thus, whether the channel is nonfading or Rayleigh fading, the logarithmic detector can achieve better performance than the FLOM and Cauchy detectors, especially for small values of $\alpha$.

5. Conclusion

This paper studies the signal detection in impulsive noise modeled by SαS distribution. The logarithmic detector was proposed and the performance was analyzed. Simulation results show that the logarithmic detector performs better than the FLOM and Cauchy detectors in SαS noise for small values of $\alpha$. In addition, the proposed detector is a nonparametric method, which makes it convenient in practical applications. Hence the logarithmic detector is a good alternative to the FLOM detector for signal detection in SαS impulsive noise.

Appendix

A.1 The Mean and Variance of $\Lambda_{LM}$ under $H_0$

If $Y$ is the logarithmic moment of a SαS random variable $Z$, namely, $Y = \log|Z|$, the mean and variance of $Y$ can be expressed as [12]

$$E(Y) = C_e\left(\frac{1}{\alpha} - 1\right) + \frac{1}{\alpha}\log y,$$

$$\text{Var}(Y) = E\left\{ (Y - E(Y))^2 \right\} = \frac{\pi^2}{6} \left(\frac{1}{\alpha^2} + \frac{1}{2}\right).$$

(A.1)

where $C_e = 0.57721566$. . . is the Euler constant.

Under $H_0$, the observation signal is

$$z(n) = w(n).$$

(A.2)

So, $z(n)$ is a SαS random variable. Let $Y_n = \log|z(n)|$, then the mean of $\Lambda_{LM}$ can be calculated as

$$\mu_0 = E\left[ \frac{1}{N} \sum_{n=1}^{N} Y_n \right] = E[Y_n] = C_e\left(\frac{1}{\alpha} - 1\right) + \frac{1}{\alpha}\log y.$$  

And the variance can be obtained as

$$\sigma_0^2 = E\left[ \left( \frac{1}{N} \sum_{n=1}^{N} Y_n \right)^2 \right] - \left( E\left[ \frac{1}{N} \sum_{n=1}^{N} Y_n \right] \right)^2 = \frac{1}{N^2} \frac{\pi^2}{6} \left(\frac{1}{\alpha^2} + \frac{1}{2}\right).$$

(A.4)

A.2 The Mean and Variance of $\Lambda_{LM}$ under $H_1$

Under $H_1$, the observation signal is

$$z(n) = hs(n) + w(n).$$

(A.5)

In order to calculate the mean and variance of $\Lambda_{LM}$, we should firstly compute the first and second order moments of $Y = \log|Z|$. The logarithmic moments can be calculated from the FLOM as follows [13]:

$$E[(\log|z|)^n] = \lim_{p \to 0} \frac{d}{dz^n} E[|z|^p].$$

(A.6)

To calculate $E[(\log|z|)^n]$, we should firstly compute $E[|z|^p]$ under $H_1$ as follows:

$$E[|z|^p] = E[|z(n)|^p] = E[|hs(n) + w(n)|^p].$$

(A.7)

Note that $h$ remains constant during the detection period, so $hs(n)$ still obeys Gaussian distribution, namely, $hs(n) \sim N(0, h^2\sigma^2)$. Its characteristic function is $\Phi_{hs}(u) = \exp(-h^2\sigma^2/2)|u|^2$. Since the characteristic function of the sum of $n$ statistically independent random variables is equal to the product of the characteristic functions of the individual random variables [19], the characteristic function of $z(n)$ is obtained as

$$\Phi_z(u) = \Phi_{hs}(u)\Phi_w(u) = \exp\left(-y|u|^n - \frac{h^2\sigma^2}{2}|u|^2\right).$$

(A.8)

Because $s(n)$ and $w(n)$ have symmetric probability density functions (PDFs), it is easy to prove that $z(n)$ also has symmetric PDF.

Then with a similar procedure to calculate $E[|X|^p]$ of a SαS random variable $X$ in [20], we can obtain
where $\zeta(z, q)$ is defined as [21]
\[
\zeta(z, q) = \sum_{n=0}^{\infty} \frac{1}{(q + n)^z}, \quad [\text{Re } z > 1, \ q \neq 0, -1, -2, \ldots].
\]

From the equation in [22], we know
\[
\zeta(2) = 1 + \frac{1}{2^2} + \frac{1}{3^2} + \ldots = \frac{\pi^2}{6}.
\]

So,
\[
\lim_{p \to 0} \Gamma''(1 - p) = \lim_{p \to 0} \Gamma(1 - p)(\psi^2(1 - p) + \zeta(2, 1 - p))
\]
\[
= C^2 + \frac{\pi^2}{12},
\]

Using the quotient rule, we can obtain
\[
E\left[ (\log |z|)^2 \right] = \lim_{p \to 0} \frac{d^2 E[|z|^p]}{dp^2}
\]
\[
= \int_0^\infty E(u) (\ln u)^2 F(u) du
\]
\[
+ 2C \int_0^\infty E(u) \ln u F(u) du
\]
\[
+ \left(C^2 + \frac{\pi^2}{12}\right) \int_0^\infty E(u) F(u) du.
\]

After obtaining the first and second order moments of $Y = \log |Z|$, the mean and variance of $\Lambda_{LM}$ can be easily obtained as follows:
\[
u_1 = E\left\{ \frac{1}{N} \sum_{n=1}^{N} Y_n \right\} = E[\log |Z|],
\]
\[
\sigma_1^2 = E[\Lambda_{LM}^2] - (E[\Lambda_{LM}])^2
\]
\[
= \frac{1}{N^2} \sum_{n=1}^{N} E[Y_n^2] - \sum_{n=1}^{N} (E[Y_n])^2
\]
\[
= \frac{1}{N} \left\{ E[ (\log |z|)^2 ] - (E[\log |z|])^2 \right\},
\]

where $E[\log |z|]$ and $E[ (\log |z|)^2 ]$ are shown as (A.15) and (A.21), respectively.
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\[E[|z|^p] = \frac{1}{1 - p} \int_0^\infty \exp(-y u^p - \frac{h^2 \sigma^2}{2} u^p)\]
\[\times (\alpha u^{p-1} + h^2 \sigma^2 u^{1-p}) du.
\]

Substituting (A.10) into (A.7), we can obtain the first and second order moments of $Y = \log |Z|$. Let $E[|z|^p] = A(p)/D(p)$, where $A(p) = \int_0^\infty \exp(-y u^p - \frac{h^2 \sigma^2}{2} u^p)(\alpha u^{p-1} + h^2 \sigma^2 u^{1-p}) du$ and $D(p) = \Gamma(1 - p)\cos((\pi/2)p)$. The first order moment of $Y$ is obtained as
\[
E[\log |z|] = \lim_{p \to 0} dE[|z|^p]/dp = \lim_{p \to 0} \frac{A'(p)D(p) - A(p)D'(p)}{D^2(p)},
\]

where
\[
A'(p) = -\int_0^\infty E(u) \ln(u)(\alpha u^{p-1} + h^2 \sigma^2 u^{1-p}) du,
\]
\[
D'(p) = \Gamma'(1 - p)\cos\left(\frac{\pi}{2}p\right) + \frac{\pi}{2} \Gamma(1 - p)\sin\left(\frac{\pi}{2}p\right).
\]

Using the integral in [21], we can get
\[
\Gamma'(1 - p) = -\int_0^\infty x^p e^{-x}\ln(x) dx = -\Gamma(1 - p)\psi(1 - p).
\]

From the equation in [21], we have
\[
\psi(1) = -C_e.
\]

So,
\[
\lim_{p \to 0} \Gamma'(1 - p) = C_e.
\]

Then, the first order logarithmic moment is
\[
E[\log |z|] = \lim_{p \to 0} \frac{dE[|z|^p]}{dp}
\]
\[
= -\int_0^\infty E(u) \ln(u) F(u) du - C_e \int_0^\infty E(u) F(u) du,
\]

where $E(u)$ and $F(u)$ are defined in (11) and (12).

The second order moment of $Y$ is obtained as
\[
E[ (\log |z|)^2 ] = \lim_{p \to 0} \frac{d^2 E[|z|^p]}{dp^2}
\]
\[
= \lim_{p \to 0} \frac{d}{dp} \left[ \frac{A'(p)D(p) - A(p)D'(p)}{D^2(p)} \right].
\]

To solve the equation above, the key issue is to calculate $\lim_{p \to 0} D''(p)$ which should compute $\lim_{p \to 0} \Gamma''(1 - p)$. From the equation in [21], we can obtain
\[
\Gamma''(1 - p) = \int_0^\infty \Gamma p e^{-1} (\ln t)^2 dt
\]
\[
= \Gamma(1 - p)\left[\psi^2(1 - p) + \zeta(2, 1 - p)\right],
\]
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