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Mobile information systems need to be considered in mobile cloud computing (MCC) in order to offload their tasks. MCC has the characteristics of cloud computing and its own features such as mobility and wireless data transmission, which bring new challenges to offloading decision for MCC. However, most existing works on offloading decision assume that mobile cloud environments are stable and only focus on optimizing the consumption of offloaded applications but ignore the consumption caused by offloading decision algorithms themselves. This paper focuses on runtime offloading decision in dynamic mobile cloud environments with the consideration of reducing the offloading decision algorithm’s consumption. A cooperative runtime offloading decision algorithm, which takes advantage of the cooperation of online machine learning and genetic algorithm to make offloading decisions, is proposed to address this problem. Simulations show that the proposed algorithm helps offloaded applications save more energy and time while consuming fewer computing resources.

1. Introduction

With the rapid development of wireless communication and computer technologies, using mobile devices (MDs) has become increasingly common in daily life. Cisco predicted that the number of MDs worldwide will grow from 8.6 billion in 2017 to 12.3 billion in 2022 [1]. With the popularity of MDs, mobile Internet has entered a stage of rapid development. For instance, according to Internet Trend Report 2018 [2], the number of mobile Internet users in China has exceeded 753 million with a year-on-year growth rate of 8%, accounting for more than half of the total population. At the same time, stimulated by mobile Internet, a large number of mobile applications that provide users with various services are developed. People are spending more and more time on MDs based on the idea that they want to do everything with the help of mobile applications. In recent years, with the advancement of semiconductor manufacturing technologies, MD performance has been improved with high-speed CPUs and large-capacity memories. However, on the one hand, the fast hardware consumes more energy and causes more heat dissipation. MDs are usually powered by batteries, whose capacity is limited because their size is limited to support MDs’ portability. Unlike the semiconductor technology, the battery technology has not made breakthroughs in the short term, and the annual growth rate of battery capacity is only 5% [3]. The development of battery technology lags far behind the semiconductor technology developed by Moore’s Law. In addition, according to Andy-Bill’s law [4], MD operating systems (e.g., Android and iOS) and applications will become more complex, which causes more energy consumption and shortens the working time of MDs after one charge further. On the other hand, because of a series of factors such as architecture and volume, although MD processing capacity has been improved, it is still weak compared with that of the ordinary computer, making MDs take much time and energy to execute some applications, and even cannot execute heavy applications. As a result, these constraints lead to a poor user experience and prevent the further development of MDs.
Computation offloading is an effective way to solve the problem of limited resources of MDs. MDs’ tasks can be migrated to external machines by computation offloading. Cloud computing, as a business computing model, can provide powerful external computing resources to MDs. Cloud computing is a pay-per-use model that supplies available, convenient, on-demand network access to a shared pool of configurable computing and storage resources [5]. Users can consume these cloud resources through networks just as they consume water through water pipes, electricity through wires, and natural gas through gas pipes. Enterprise and individual users no longer need to buy their own expensive high-performance computing equipments, as they can access high-performance computing and storage services through the cloud. Mobile cloud computing (MCC), which is a combination of cloud computing, mobile computing, and wireless networks [6–8], enhances the MD performance through cloud computing. For MDs, MCC provides a rich pool of computing resources that can be accessed through wireless networks. MCC helps MDs break through their resource limitations, frees them from heavy local workloads, and makes them more responsible for connecting users and the information domain. Benefiting from MDs’ portability, users can connect with the resource-rich cloud anytime and anywhere in MCC and enjoy the convenience of informatization better. MCC has attracted wide attention from industry and academia because of its tremendous potential. There has been a lot of research on MCC. For instance, Cuervo et al. implemented a computation offloading architecture named “MAUI” [9], which offloads some heavy functions to cloud infrastructures to save energy of smartphones. Kosta et al. proposed a new code offloading framework named “Thin-kAir” [10], which offloads applications to the cloud and uses multiple virtual machine images to parallelize functions’ execution. Kemp et al. implemented a computation offloading framework named “Cuckoo” [11] for Android smartphones, which offloads tasks to a remote server to reduce smartphones’ power consumption and to increase their speed. Moreover, there have been many mobile cloud applications for e-commerce [12], mobile healthcare [13], and mobile education [14]. It is believed that more and more types of mobile cloud applications will appear with the further development of MCC.

One important problem in the research field of cloud computing is how to make offloading decisions, which determine where tasks should be executed, locally or remotely. Offloading decision-making in MCC is different from that in grid computing and multiprocessor. In these fields, the optimization goal of offloading decision-making is to balance the load and minimize the edge cut and the migration volume [15]. In traditional cloud computing, the user equipment (e.g., desktop computer) is connected to the cloud via wired networks and is electrified by plugs and sockets, which suppress the need for energy-efficient data transmission techniques. In MCC, MDs are connected to the cloud via wireless links, which have limited bandwidth and consume a high amount of energy available in the mobile battery. Wireless networks have a serious impact on the energy-saving and time-saving effects of computation offloading in MCC [16]. This feature makes MCC to take time and energy consumption of computation offloading into account when making offloading decisions. Additionally, mobile users move among different environments, and wireless network conditions change constantly, making the offloading decision-making in MCC a dynamic problem. The problem of how to make offloading decisions is usually converted to the application partitioning problem. Application partitioning problems are NP complete, which causes offloading decision algorithms to consume more computing resources. However, most existing research on offloading decision is focused on optimizing the consumption (energy or time) of offloaded applications, ignoring the overhead of decision-making algorithms.

This paper focuses on runtime offloading decision in dynamic mobile cloud environments and proposes a cooperative runtime offloading decision algorithm that combines online machine learning (ML) and genetic algorithm (GA) to achieve two purposes: (i) making dynamic offloading decisions and (ii) reducing the consumption of the offloading decision algorithm. In the cooperative algorithm, offloading strategies developed by GA are used as the training data for online ML and offloading strategies predicted by online ML are used to accelerate GA’s convergence. Different from existing works that mainly focus on reducing the consumption of offloaded applications but ignore the offloading decision algorithms’ consumption, the cooperative algorithm reduces the consumption of offloaded applications while reducing its own computing resource consumption with the help of the cooperation of online ML and GA. In the process of computation offloading, a lot of offloading strategy data are generated. If these historical offloading strategy data are not utilized, a large amount of repeated calculations will consume more computing resources. The cooperative algorithm is proposed based on the idea that mobile applications have their own offloading habits and rules, which can be learned from the historical offloading strategy data with the help of ML techniques. The offline ML, which requires a large amount of training data to be trained in batch, is not practical for a single mobile user because it is difficult for him/her to collect enough training data. Conversely, the online ML, which learns using one instance at one time and trains its predictor step by step, is appropriate for a single mobile user. The main contributions of this paper are twofold:

1. A cooperative runtime decision model, which aims to minimize the weighted total cost of offloaded applications while reducing the computing resource consumption of the offloading decision algorithm, is established to formulate the multisite offloading decision problem in dynamic mobile cloud environments.

2. A novel cooperative runtime offloading decision algorithm based on the cooperation of online ML and GA is proposed, in which offloading strategies developed by GA are used as the training data for online ML and offloading strategies predicted by online ML are used to accelerate GA’s convergence.
The remainder of this paper is organized as follows: In Section 2, we review the related work. Section 3 introduces the computation offloading system. The runtime offloading decision algorithm based on the cooperation of online ML and GA is illustrated in Section 4. In Section 5, we evaluate the proposed algorithm. Section 6 concludes this paper.

2. Related Works

There are three fundamental issues [17] in MCC: (i) where to offload, (ii) what to offload, and (iii) when to offload. The first and second issues indicate what kind of MCC architecture is used and what is used as the offloading unit (e.g., process, class, and function), respectively. The third issue indicates when the offloading unit is offloaded to the cloud. In this paper, we mainly focus on the third issue, so we review the related work that focuses on offloading decision.

As mentioned above, offloading decision is usually converted to application partitioning. For instance, Li et al. constructed a cost graph of a given application through profiling the information of computing time and data sharing of its procedure calls and then divided the application into the server part and client part by the branch-and-bound algorithm such that the energy consumed by the application is minimized [18]. Li et al. also proposed a task partitioning and allocation scheme that divides the data-processing tasks between the server and the MD to optimize tasks’ energy cost [19]. Some researchers focused on multisite offloading, in which the computation can be offloaded to multiple cloud servers. Goudarzi et al. established a weighted model for multisite offloading in MCC in terms of execution time, energy consumption, and weighted cost and then proposed an offloading strategy algorithm based on GA [20]. They used a reserve population besides the original GA population to diversify chromosomes and modified genetic operators to adapt to the multisite offloading problem. They initialized genetic operators for the multisite offloading problem to reduce the probability of generating ineffective chromosomes and optimized the crossover operator by means of a local fitness, inbreeding, and crossbreeding to generate better chromosomes. Enzai and Tang formulated the multi-site computation offloading problem in MCC as a multi-objective combinatorial optimization problem such that the execution time of the mobile computation, the energy consumption of the MD, and the cost of using the cloud services are minimized and then transformed it into a weighted single-objective optimization problem [21]. To solve this optimization problem, they proposed a heuristic algorithm based on greedy hill climbing. Niu et al. formulated the multiway application partitioning problem as an integer linear programming (ILP) problem and proposed an energy-efficient offloading decision algorithm to solve it [22]. Kumari et al. considered a trade-off between completion time and energy-savings for offloading in the multisite environment and proposed a two-step algorithm that consists of the cost-and-time-constrained task partitioning and offloading algorithm, the multisite task scheduling algorithm based on teaching, learning-based optimization, and the energy-saving on multisite using dynamic voltage and frequency scaling technique [23]. Sinha and Kulkarni proposed a fine-grained and multisite application partitioning approach to minimize the computation cost [24]. They converted the application partitioning problem to a label-assignment problem and used two heuristic algorithms to make offloading decisions. Khoda et al. made offloading decisions with the goal of meeting application delay requirements while maximizing the energy conservation and used a nonlinear optimization method based on the Lagrange multiplier to develop the offloading strategy [25].

At present, most studies (e.g., [18–25]) focus on static offloading decision algorithms, which assume that mobile cloud environments do not change. These algorithms develop offloading strategies through program analysis during the application development phase, and the offloading strategies are fixed after the completion of the application development. There are few studies on dynamic offloading decision algorithms, which develop offloading strategies at runtime, and whose offloading strategies change constantly to adapt to dynamic mobile cloud environments. Kovachev et al. implemented a middleware named “Mobile Augmentation Cloud Services” (MACS), which offloads Android application to the cloud adaptively, to minimize the transfer cost, the memory cost, and the CPU cost [26]. MACS partitions the application at runtime, making it able to adapt to dynamic mobile cloud environments. At runtime, MACS forms an ILP problem, whose solution is used as the offloading strategy. MACS solves a new ILP problem to adapt to the new environment after the environmental parameters change. Yang et al. designed an online solution named “Foreseer,” which repartitions application at runtime in dynamic mobile cloud environments, to shorten the application completion time [27]. Foreseer predicts the network status periodically by users’ historical mobility information and then updates the application partitions. Jin et al. proposed a runtime offloading decision algorithm based on the memory-based immigrants adaptive GA to optimize the weighted cost and explored the usage of concurrent multiple transfer in computation offloading for MCC to combat the challenges caused by wireless communications [28]. Eom et al. proposed an adaptive scheduling algorithm based on the offline ML for the mobile offloading system [29]. In [30], Eom et al. proposed an adaptive scheduler based on online ML. This scheduler needs a module that forwards and executes computation tasks in both local and remote units to provide feedback in the online training phase.

This paper focuses on runtime offloading decision in dynamic mobile cloud environments and considers reducing the offloading decision algorithm’s consumption, which goes beyond existing works. To optimize the consumption of offloaded applications while reducing the consumption of the offloading decision algorithm, advantages of online ML and GA are taken through their cooperation. Different from works that simply use ML, the proposed algorithm does not need to generate additional training data. The training data are obtained from historical offloading strategies that have been used. Moreover, relationships among application components and the situation where there are multiple cloud servers are also considered.
3. Computation Offloading System

In this section, the computation offloading system is introduced. First, we introduce the computation offloading architecture, which determines how to offload the computation and indicates “where to offload.” Then, we illustrate the application model, which determines the offloading unit and indicates “what to offload.”

3.1. Computation Offloading Architecture. The computation offloading architecture is the foundation of MCC and determines the way of computation offloading. The architecture, illustrated in Figure 1, is helpful in understanding the process of computation offloading. The MD is connected to the cloud via Internet, which can be accessed through wireless access points. Servers in the cloud are connected via wired networks. The offloading decision algorithm runs in the strategy server that can be a cloudlet [31] or a server near the access point. Many existing offloading decision algorithms run in MDs, which ignore the consumption of the decision algorithms themselves. Let us take a hypothetical case: the consumption of the offloading decision algorithm is larger than the application consumption saved by the computation offloading. In this case, the application consumption decreases, but the total MD consumption increases. The requested and replied data of a strategy are quite little and frequent. The roundtrip latency of the cloud is larger than the time required for the strategy transmission. Compared with the cloud, the strategy server is very close to the MD, is more suitable to execute the offloading decision algorithm, and allows the offloading decision to be made timely. Nevertheless, compared with the cloud, whose resources can be considered unlimited, the resources of the strategy server are limited. Therefore, this paper establishes a cooperative runtime decision model and proposes a cooperative runtime offloading decision algorithm to reduce the consumption of offloaded applications while reducing the computing resource consumption of the offloading decision algorithm with the help of the cooperation of online ML and GA.

Because the proposed offloading decision algorithm runs in the strategy server, it is possible that MDs disconnect from the strategy server. In this architecture, application components are deployed on both MDs and the cloud by MD and cloud patterns. There have been some studies on how to reconstruct applications into MD and cloud patterns. For example, Zhang et al. implemented a refactoring tool, named “DPartner,” to automatically transform the bytecode of an Android application into MD and cloud patterns [32]. After processing by DPartner, an Android application is reconstructed into two files. The first is the refactored Android application file (.apk file), which is the MD pattern file and is deployed in the MD. The second is the cloud pattern file, which is an executable jar file and contains the offloadable Java bytecode files cloned from the refactored application. The cloud pattern file is deployed in multiple cloud servers. If the MD disconnects from the strategy server, one solution is using a timeout retransmission mechanism to reconnect to the strategy server and re-requesting for the offloading strategy after a timeout. If the timeout retransmission mechanism fails, the local execution strategy will be used before the connection is restored.

The typical process of the computation offloading is described as follows: When an application component is about to execute, an offloading request is sent to the strategy server to obtain the offloading strategy. After receiving an offloading request, the strategy server returns the offloading strategy of that component. The component is executed according to the offloading strategy returned. If the offloading strategy indicates that this component is executed remotely, it will be executed in the cloud server that is assigned by the offloading strategy. Some components need input data before execution. There will be a data transmission if the data are not in the same place as the component’s execution. For example, if a component is executed in the MD but its input data are in a cloud server, the data are transmitted to the MD through the wireless network. If a component is executed in a cloud server but its input data are in another cloud server, the data are transmitted through the wired network.

3.2. Application Model. The application is composed of many components (e.g., processes, classes, and functions), which are the offloading units in the computation offloading system. An application is represented by a graph $G = (V, E)$ [33] illustrated in Figure 2. The target is to partition the application into several parts at runtime according to the optimization objective. A vertex $v$ ($v \in V$) represents a component, which is modeled as a 3-tuple $c_v = \{p_v, l_v, o_v\}$. $p_v$ represents the amount of the component $c_v$’s instructions or CPU cycles, which can be obtained through application analysis. This application model is a fine-grained model, and the case where there are unoffloadable components is also considered. $l_v$ is a binary variable that represents whether the component $c_v$ is offloadable. $l_v = 0$ means the component $c_v$ is offloadable. $l_v = 1$ means the component $c_v$ is unoffloadable and must be executed locally. Some components of a mobile application are unoffloadable because they have to operate MD hardware (e.g., sensors and screen). The slash-filled circles in Figure 2 represent the unoffloadable components. $o_v$ represents the execution sequence of the component $c_v$. For instance, the component $c_2$ is executed after the completion of the component $c_0$ and component $c_1$ and needs the output data of these two components. An edge $e = (u, v)$ ($u, v \in V$) represents the interactive relationship between the component $c_u$ and the component $c_v$, and its weight $d_{uv}$ denotes the amount of interactive data. If two components have no interactive relationship, the edge weight is set to zero. In some cases, the last component $c_N$ has the output data that need to be passed to the first component $c_0$ before the application’s completion. In other cases, the application completes after the completion of the component $c_N$.

4. Runtime Offloading Decision Algorithm

In this section, we illustrate the runtime offloading decision algorithm based on the cooperation of online ML and GA. It
determines when the offloading unit should be offloaded to the cloud and answers the question "when to offload." We first describe the optimization objective and then describe the cooperative runtime offloading decision algorithm in detail.

4.1. Optimization Objective. The offloading strategy of the application $G$ is modeled as a vector $X = (x_0, x_1, \ldots, x_N)$, in which $x_v$ ($0 \leq x_v \leq k$, $v \in V$) represents the offloading strategy of the component $c_v$, and $k$ represents the maximum number of available cloud servers. $x_v = 0$ indicates that the component $c_v$ is executed in the MD, and $x_v = i$ ($1 \leq i \leq k$) indicates that the component $c_v$ is executed in the cloud server $c_s_i$. In this paper, the optimization objective is to save both energy and time. These two optimization objectives are converted to one through two weights ($w_e$ and $w_t$, $w_e + w_t = 1$) based on the linear weighted sum method. $w_e$ represents the weight of energy cost, and $w_t$ represents the weight of time cost. The objective function, which represents the weighted total cost of the application $G$, is defined as equation (1), and the goal is to minimize it. $E(G)$ and $T(G)$ represent the energy and time costs when the application $G$ is executed locally, respectively. $E(G, X)$ and $T(G, X)$ represent the energy and time costs when the application $G$ is executed according to the offloading strategy $X$, respectively. $F(G, X)$ is defined as

$$F(G, X) = w_e \frac{E(G, X)}{E_1(G)} + w_t \frac{T(G, X)}{T_1(G)}$$ (1)

$T_s^v$ and $E_s^v$, which are illustrated in equations (2) and (3), respectively, represent the time and energy costs when the component $c_v$ is executed according to $x_v$. $f_m$ and $p_m$ represent the MD’s working frequency and working power, respectively. When the component is executed in a cloud server, the MD enters the idle state, and its idle power is represented by $p_i$. $f_{cs_i}$ represents the cloud server $c_s_i$’s working frequency, and $dt_i$ represents the delay before a component’s execution in the cloud server $c_s_i$. The delay contains queuing delay and some other preparation time. $t_{cs_i}$ represents the wired networks’ throughput among these cloud servers. Cloud servers in the computation offloading system are represented by $CSs = \{(f_{cs_i}, dt_i) | i = 1, 2, \ldots, k\}$.
The objective function in dynamic mobile cloud environments is introduced, as shown in Figure 3. \( F_h \) represents the cost caused by the components that have been executed at time \( h \). Each executed component is given an offloading strategy and has unique environmental parameters when it is executed. \( F_h \) is the sum of all executed components’ cost, and it is fixed. \( F_h \) represents the cost caused by the component that is being executed. \( F_h \) is a changing value because the environment may change during its execution. \( F(G_h, X_h) \) represents the weighted total cost of components that are not executed at time \( h \).

### 4.2. Cooperative Runtime Offloading Decision Algorithm

The pseudocode of the cooperative runtime offloading decision algorithm is illustrated in Figure 4. The offloading decision algorithm runs in the strategy server and returns the offloading strategy obtained from the current decision-making module (DMM) after receiving the offloading strategy request (Lines 06–15). In this algorithm, the online ML-based DMM and GA-based DMM cooperate with each other to make offloading decisions. The offloading strategy developed by the GA-based DMM is used to update the online ML-based DMM (Line 12). The online ML-based DMM enhances GA’s convergence and ability to adapt to environmental changes by replacing GA’s worst chromosome (Line 29). At the same time, inspired by the memory-based immigrants method [35], mutation and replacement operations are also used to enhance GA’s ability further (Lines 31-32). \( X_{OML} \) represents the offloading strategy predicted by the online ML-based DMM. \( X_{OML} \) is used as the base to create immigrants to replace the worst \( r_f \times M \) chromosomes in GA’s population. \( F_{OML} \) is used as the weighted total cost predicted by the online ML-based DMM. \( F_{OML} - F_c \leq F_{th} \) means the weighted total cost \( F_{OML} \) predicted by the online ML-based DMM is good enough so that the online ML-based DMM is used as the current DMM (Lines 19-20). Otherwise, the GA-based DMM is used (Lines 21-22). \( F_{th} \) represents the threshold, and \( F_c \) represents the empirical weighted total cost that is calculated according to equation (6), in which \( I \) represents the number of the application’s completions and \( F_i \) represents the weighted total cost of the \( i \)-th application’s execution. If the current DMM is the GA-based DMM, the runtime offloading decision algorithm runs to find the optimal offloading strategy, which consumes more computing resources (Lines 25–34). On the contrary, if the current DMM is the online ML-based DMM, the offloading strategy is developed by its prediction when receiving the offloading strategy request. In this situation, the runtime offloading decision algorithm does not need to run and remains idle, which saves more computing resources. Since the online ML-based DMM and GA-based DMM are two key parts of this algorithm, these two DMMs are illustrated in detail in the following description.

\[
F_e = \begin{cases} 
0, & l = 0, \\
\frac{\sum_{i=1}^{I} F_i}{I}, & l > 0.
\end{cases}
\]
4.2.1. GA-Based Decision-Making Module. In this part, we illustrate the GA-based DMM, which makes offloading decisions using GA. The reason why we choose GA is explained as follows: The offloading decision problem is a dynamic combinatorial optimization problem, and GA is a classic optimization algorithm, which is easy to implement and has the relatively complete theory. In this paper, the offloading strategy can be directly used for the chromosome encoding of GA after simple mapping. Besides, GA has many advantages, such as finding the global optimal solution, being insensitive to the objective function (linear or nonlinear), and being robust. First, we introduce the encoding and fitness function. Then, we introduce the genetic operations, including selection, crossover, and mutation.

(1) Encoding and Fitness Function. In GA, a chromosome is a possible solution of the optimization problem, and it is usually encoded as a set of binaries. Since multiple cloud servers are considered in the computation offloading system, the genes are encoded as integers between 0 and $k$. As previously described, some application components cannot be offloaded such that their offloading strategies are always zero (local execution). There is no need to encode these components’ offloading strategies into the chromosome. A vector that stores the mapping relationship between the complete offloading strategies and the chromosome’s genes is utilized for the evaluation of the chromosome. For example, through the chromosome $Y = (y_0, y_1, \ldots, y_{i-1}, y_i, \ldots, y_{n_0-1})$ ($0 \leq y_i \leq k$, $0 \leq i \leq n_0 - 1$), in which $n_0$ represents the number of offloadable components, it can be known that $y_i$ is the offloading strategy of the component whose sequence number is $m_1(i)$. The mapping function $m_1(i)$ converts the gene’s sequence number $i$ to the offloadable component’s sequence number. The offloading strategy of the component $c_i$ can be obtained from formula (7). Fitness function, shown in equation (8), is used to evaluate the chromosome.

\[
x_c = \begin{cases} 
  y_i, & l_c = 0 \land o_c = m_1(i), \\
  0, & l_c = 1, 
\end{cases} 
\]

\[
f_h = \frac{1}{F_h^2 + F_h^4 + F(G_h, X_h)} 
\]

4.2.2. Online ML-Based Decision-Making Module. Attributes used in the online ML-based DMM are a $(2k+1)$-tuple $\{F_h, t^\text{up}_1, t^\text{down}_1, \ldots, t^\text{up}_k, t^\text{down}_k\}$. $F_h$ ($F_h = F_h^1$) represents the weighted total cost at time $h$, which is the cost of the components that have been executed at time $h$. $F_h$ is a comprehensive reflection of the offloading situations and environments before time $h$. $t^\text{up}_i$ and $t^\text{down}_i$ ($1 \leq i \leq k$) represent the uplink and downlink throughput between the MD
and the cloud server cs, respectively. Some application components must be executed in the MD, and their offloading strategies are fixed (always zero) so that there is no need to make offloading decisions for them. Similar to the encoding of the chromosome in the GA-based DMM, the online ML-based DMM is composed of n classifiers. From the perspective of the online ML-based DMM, the offloading decision-making problem is a classification problem, in which there is a need to classify the application components into (k + 1) categories. Here, “k” represents that a component can be offloaded to k cloud servers, and “1” represents that a component can be executed locally (in the MD). For example, k = 1 ((k + 1) = 2) means that the application components are classified into two parts. One part of components is executed in the cloud server, and another part of components is executed locally.

In the online training phase (Line 12 in Figure 4), the training data of classifier cf is a vector \( (F_{h,k}^\text{up}, F_{h,k}^\text{down}, \ldots, F_{h,k}^\text{up}, F_{h,k}^\text{down}, y_i) \), in which \( (F_{h,k}^\text{up}, F_{h,k}^\text{down}, \ldots, F_{h,k}^\text{up}, F_{h,k}^\text{down}) \) is the input and \( y_i \) is the output that cf uses for learning. \( y_i \) represents the sequence number of the component that is to be executed at time \( h \), and mapping function \( m_i(o) \) converts the offloadable component’s sequence number \( o \) to the classifier’s sequence number. \( F_{h,k} \) is calculated by equation (11), in which \( \Delta F_o \) represents the component \( c_o \)’s weighted total cost calculated according to its offloading strategy. \( y_i \), generated by the GA-based DMM, represents the offloading strategy of the component whose sequence number is \( m_1(i) \).

\[
\begin{align*}
F_{h,i} & = \begin{cases} 
F_{h,i}^\text{up} + \sum_{m_1(i) \leq o \leq m_1(i)} \Delta F_o, & m_1(o) < i \leq n_0 - 1.
\end{cases}
\end{align*}
\]

(11)

In our algorithm, the online ML-based DMM needs to predict the offloading strategy \( X_{\text{OML}} \) and calculate the weighted total cost \( F_{\text{OML}} \) (Line 18 in Figure 4). The offloading strategy of the offloadable component \( c_o \) is predicted by the classifier \( \text{cf}_{m_1(o)} \), with the input attribute vector \( (F_{h,m_1(o)}, r_1, r_1^\text{down}, \ldots, r_k, r_k^\text{down}) \). \( F_{\text{OML}} \) is calculated by

\[
F_{\text{OML}} = F_h + \sum_{o_0 \leq o \leq o_N} \Delta F_o.
\]

(12)

5. Simulation and Analysis

In this section, a series of simulations in dynamic mobile cloud environments are conducted to evaluate the proposed offloading decision algorithm. First, the setup of these
simulations is described. Then, performance of our algorithm with different online ML techniques is compared. Finally, we evaluate our algorithm.

5.1. Setup. The default simulation parameter configuration is shown in Table 1. Applications are generated according to their parameters listed in Table 1. pr (I = 1) is the probability that the component c is unoffloadable. The trajectory, generated based on the mobility model shown in Figure 5, is used to simulate the user’s moving path. The user movement among different squares leads to changes in network parameters, which are used to simulate the environmental changes in dynamic mobile cloud environments. A 3-tuple \(s, \Delta h, \gamma\) is used to model the users’ mobility, in which \(s\) represents the square where the user is located, \(\Delta h\) represents the time the user takes to cross a square, and \(\gamma\) represents the probability that the user still stays in the same square after \(\Delta h\). (1 − \(\gamma\))/\(\theta\) is the probability that the user moves to an adjacent square, and \(\theta\) is the number of a square’s adjacent squares. \(t_{\text{up}}\) (\(t_{\text{down}}\)) represents the uplink (downlink) throughput between the MD and cloud servers. The MD is connected to \(k\) cloud servers, and \(k\) uplink (downlink) throughput parameters are generated according to the distribution of \(t_{\text{up}}(t_{\text{down}})\). To simplify the network environment, network parameters in a square are stable. Network parameters differ in different squares, and thus, network parameters change when the user moves from one square to another. If some squares are considered to constitute an area, then this change can be considered a change from the wireless network itself. This change can be regarded as a result of users’ movement or changes in the wireless channel itself. Users in a square have eight movement directions, which are shown in the square \(S_{12}\), and the number of directions decreases in marginal squares, which are shown in the square \(S_9\). The user’s trajectory is modeled as an array \(((s_1, \Delta h_1), (s_2, \Delta h_2), \ldots, (s_n, \Delta h_n))\), and a simple trajectory example (from \(S_3\) to \(S_{23}\)) is given in Figure 5. A 30-minute random trajectory is used in these simulations. In our algorithm, \(M\) and \(e_{\text{aw}}\) represent the population size and accuracy requirement of the GA-based DMM, respectively.

As shown in Figure 6, a Java-based numerical simulation platform, which is built according to the computation offloading system introduced in Section 3, is used for simulation experiments. The application execution simulation module (AESM) simulates the application’s execution. It sends a request to obtain the offloading strategy of the component that is about to be executed. The offloading decision algorithm module (ODAM) simulates the strategy server, and the offloading decision algorithms to be evaluated run in it. After receiving the offloading strategy request, the ODAM returns the offloading strategy of the component to the AESM. After receiving the offloading strategy, the AESM executes the component according to the offloading strategy. The random trajectory generation module (RTGM) generates the random user moving trajectory according to the mobility model introduced in Figure 5. The environment monitoring module (EMM) monitors the environmental changes and notifies the ODAM and AESM according to the trajectory generated by the RTGM. The EMM reads the array \(\text{tr} = \{(s_1, \Delta h_1), (s_2, \Delta h_2), \ldots, (s_n, \Delta h_n)\}\) that represents the user’s moving path and sends network parameters of the square \(s_i\) after waiting for \(\Delta h_{i-1}\) (\(\Delta h_0 = 0\)). Network parameters differ in different squares, and thus, the environment constantly changes during the user’s movement. The changes can simulate the variation of network parameters caused by users’ movement as well as the variations of the network itself. The dynamic mobile cloud environments are simulated by these two modules. After receiving the environmental change notification, the offloading decision algorithm remakes offloading decisions with new environmental parameters. In the meanwhile, the AESM adjusts the component execution time and weighted total cost if there are data remaining to be transferred.

5.2. Performance Comparison of Different Online ML Techniques. The online ML-based classifier has a direct impact on the complexity and accuracy of the proposed algorithm. Therefore, the performance of the proposed algorithm with the commonly used online ML techniques implemented by Weka [37] is compared to choose the appropriate online ML technique. The weighted total cost and clock ticks with different online ML techniques are shown in Table 2. It can be seen that the weighted total cost
of Raced Incremental LogitBoost is the smallest (66.96%) and the weighted total cost of DMNBtext is the largest (71.81%).

In this paper, we focus on offloading decision algorithms’ computing resource consumption, which is measured in units of CPU clock ticks. It can be seen that the clock ticks consumed by NNge is the least \(35.96 \times 10^3\) ticks and the clock ticks consumed by NaiveBayesMultinomialUpdateable is the most \(43.17 \times 10^3\) ticks. The clock ticks consumed by LWL and NaiveBayesMultinomialUpdateable are larger than that consumed by Raced Incremental LogitBoost, and their weighted total costs are also larger than that of Raced Incremental LogitBoost, which shows that these two techniques consume more computing resources and do not achieve good results. The clock ticks consumed by KStar, NNge, NaiveBayesUpdateable, IB1, and DMNBtext are fewer than that consumed by Raced Incremental LogitBoost, but their weighted total costs are larger than that of Raced Incremental LogitBoost, which shows that these techniques consume fewer computing resources but do not achieve good results. For an offloading decision algorithm, it first needs to guarantee that the weighted total cost is optimal and then considers to reduce its computing resource consumption as much as possible. Therefore, Raced Incremental LogitBoost, which has the smallest weighted total cost and consumes fewer clock ticks, is selected for the cooperative runtime offloading decision algorithm.

5.3. Evaluation of the Cooperative Runtime Offloading Decision Algorithm. To evaluate the proposed algorithm, it is compared with other runtime offloading decision algorithms. To express them succinctly in the following description, their abbreviations are used. AO is a traditional and intuitive runtime offloading decision algorithm. The reason for choosing AO is that we want to evaluate the performance of the offloading decision algorithm that does not consider the network conditions in MCC. The offloading decision problem is usually converted to the application partitioning problem, which is a combinatorial optimization problem. ILP and evolutionary algorithms are often used to solve the application partitioning problem. Therefore, ILP and GA are chosen as the comparison algorithms. Another reason for choosing GA is that we need to confirm that the proposed algorithm, which relies on the cooperation of online ML and GA, does work.

(1) AO: the thin client algorithm that *always offloads* offloadable components to cloud servers and selects cloud servers randomly in scenarios where there are more than one cloud servers

(2) ILP1: the algorithm that resolves the *ILP* problem when detecting the environmental changes and uses the local execution strategy as default

(3) ILP2: the algorithm that resolves the *ILP* problem periodically and uses the local execution strategy as default

(4) GA: the algorithm that reruns GA when detecting the environmental changes

(5) OMLGA: the proposed algorithm based on the cooperation of *online ML and GA*

Figure 7 shows the weighted total cost of five algorithms under different applications. In this simulation, these applications have different numbers of components. The

---

Table 2: Weighted total cost and clock ticks with different online ML techniques.

<table>
<thead>
<tr>
<th>Techniques</th>
<th>KStar</th>
<th>NNge</th>
<th>NaiveBayes Updateable</th>
<th>Raced Incremental LogitBoost</th>
<th>LWL</th>
<th>IB1</th>
<th>DMNBtext</th>
<th>NaiveBayesMultinomial Updateable</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost (%)</td>
<td>68.77</td>
<td>67.54</td>
<td>68.15</td>
<td>66.96</td>
<td>69.88</td>
<td>68.64</td>
<td>71.81</td>
<td>68.47</td>
</tr>
<tr>
<td>Ticks ((10^3))</td>
<td>39.50</td>
<td>35.96</td>
<td>40.48</td>
<td>42.68</td>
<td>42.88</td>
<td>37.94</td>
<td>39.41</td>
<td>43.17</td>
</tr>
</tbody>
</table>
numbers of components of these applications are 20, 40, 60, 80, and 100, respectively. It can be seen that weighted total costs of OMLGA are smaller than those of other algorithms. Weighted total costs of AO are larger than those of GA and OMLGA, which means AO saves less consumption than GA and OMLGA. When the environment changes, some components become unsuitable to be offloaded. AO offloads all offloadable components to the cloud servers without considering environmental changes and relationships among the components, which results in much additional consumption caused by data transmission. Weighted total costs of ILPs (ILP1: 48.71% and ILP2: 48.85%) are close to but larger than those of GA (48.60%) and OMLGA (48.52%) in Application1. However, as the number of components increases, ILPs’ performance becomes bad, even worse than that of AO in Application4 and Application5. Running time ILPs take to find the optimal solution is exponential with the number of variables, which causes ILPs to take much time to partition an application that has a large number of components. Long running time makes ILPs unable to adapt to environmental changes timely and hence provides wrong offloading strategies. Weighted total costs of GA (48.60% and 53.56%) are close to those of OMLGA (48.52% and 53.42%) in Application1 and Application2. The reason is that Application1 and Application2 have relatively few components so that GA can find the optimal solution timely to adapt to environmental changes. Weighted total costs of GA are larger than those of OMLGA in Application3, Application4, and Application5, which results from that these applications’ numbers of components are large such that GA cannot find the optimal solutions timely, but OMLGA can.

Figure 8 illustrates the clock ticks under different applications. In Application1, the clock ticks of OMLGA are smaller than those of ILP2 and larger than those of ILP1, which illustrates that ILP1 consumes fewer computing resources in small-scale applications. In other applications, clock ticks of OMLGA are smaller than those of ILPs. It is noticeable that clock ticks of OMLGA are smaller than those of GA. This is because that the online ML-based DMM in OMLGA helps to save a part of computing resources when making offloading decisions. GA’s clock ticks ($45.74 \times 10^3$ ticks) are more than those of ILPs (ILP1: $10.85 \times 10^3$ ticks and ILP2: $26.99 \times 10^3$ ticks) in Application1, which illustrates that GA consumes more computing resources than ILPs in small-scale applications. However, in Application2, Application3, Application4, and Application5, clock ticks of GA are noticeably smaller than those of ILPs, which illustrates that GA consumes fewer computing resources than ILPs in large-scale applications. ILPs’ clock ticks increase with the increasing number of application components and then remain stable. In Application1 and Application2, clock ticks of ILP1 are smaller than those of ILP2. The reason is that ILP2 needs to do more repeated calculations in small-scale applications. ILPs’ clock ticks are close and stable in Application3, Application4, and Application5, which results from that ILPs make full use of computing resources to make offloading decisions in these large-scale applications.
noticeable that the clock ticks AO takes are quite a few. The reason is that AO almost does not consume computing resources to make offloading decisions.

In this paper, we focus on the multisite computation offloading. Therefore, in the simulation below, we evaluate our algorithm under different numbers of cloud servers. Figure 9 illustrates the weighted total cost under different numbers of cloud servers. It is noticeable that OMLGA’s weighted total costs are the smallest, which means OMLGA achieves the highest reduction in consumption among tested algorithms. Weighted total costs of OMLGA decrease (from 81.27% to 59.27%) with the increasing number of cloud servers. The reason is described as follows: In the multisite computation offloading, components can be offloaded to many cloud servers. On the one hand, when conditions of some wireless channels become bad, OMLGA continues to offload components to other cloud servers, which are connected by high-quality wireless networks. On the other hand, cloud servers are connected by wired networks, whose consumption is quite little, reducing much consumption caused by data transmission. Compared with the single-site computation offloading, in which there is only one single cloud server, the multisite computation offloading provides users with more choices. For example, as one extreme, if one of two cloud servers in the multisite computation offloading is always connected by the high-quality wireless network, and another one is always connected by the low-quality wireless network, components will be offloaded to the cloud server that is connected by the high-quality wireless network, and the multisite computation offloading can degenerate into the single-site computation offloading. Also, as the other extreme, if the only one cloud server in the single-site computation offloading is always connected by the low-quality wireless network, components will be executed locally, and the computation offloading does not work. Weighted total costs of ILPs are larger than those of OMLGA and GA and become quite large when the number of cloud servers is 5. This is because that the solution space becomes larger when the number of cloud servers is so large that ILPs cannot find the optimal solution in time. AO’s weighted total costs are large, which illustrates that the commonly used thin client mode is not suitable for MCC. This simulation shows that advantages of the multisite computation offloading cannot be exploited or even lead to worse results if the offloading decision algorithm is not effective.

Figure 10 illustrates the clock ticks under different numbers of cloud servers. It is noticeable that clock ticks of OMLGA are smaller than those of ILPs and GA. Compared with ILPs and GA, OMLGA consumes fewer computing resources with the help of the online ML-based DMM, which consumes few computing resources to make offloading decisions. It can be seen that clock ticks of AO are still quite few. Clock ticks of ILPs increase with the increasing number of cloud servers, which results from that the solution space becomes large with the increasing number of cloud servers such that ILPs consume much computing resources to make offloading decisions. Similar to that shown in Figure 8, since ILP2 needs more repeated calculations in small-scale
Figure 9: Weighted total cost under different numbers of cloud servers.

Figure 10: Clock ticks under different numbers of cloud servers.
Figure 11: Weighted total cost under different user speeds.

Figure 12: Clock ticks under different user speeds.
offloading decision problems, clock ticks of ILP2 are larger than those of ILP1 when the numbers of cloud servers are 1 and 2. When the number of cloud servers is large, ILPs make full use of computing resources to make offloading decisions, which results in that ILPs’ clock ticks are large and stable when the numbers of cloud servers are 3, 4, and 5.

Figure 11 illustrates the weighted total cost under different speeds of the user. In this simulation, the identical trajectory (moving path) with different user speeds is used. \( \lambda \) represents the coefficient of the time \( (\Delta h) \) that the user takes to cross a square, that is, \( \Delta h = \lambda \Delta h (\lambda \text{ defaults to } 1) \). A larger \( \lambda \) means that the user takes more time to cross a square, the user’s speed is slower, and the environment changes more slowly. It can be seen that OMLGA performs better than other algorithms under different speeds. When the user’s speed becomes slow, GA can find excellent solutions timely to adapt to environmental changes, which is reflected in Figure 11 that GA’s weighted total costs (69.52% and 69.89%) are close to but larger than those of OMLGA (68.98% and 69.43%) when \( \lambda = 1.25 \) and \( \lambda = 1.5 \). A slow speed leads to fewer environmental changes. It can be seen that weighted total costs of ILPs decrease (ILP1: from 103.46% to 86.45% and ILP2: from 105.17% to 88.28%) gradually with the decreasing \( \lambda \). The reason is that ILPs have more time to make offloading decisions with fewer environmental changes, making the ILPs’ offloading strategy adapt to the environment to a certain extent. Additionally, it can be seen that some weighted total costs of ILPs and AO exceed 100%, which means that the consumption caused by these algorithms’ offloading strategies is greater than the consumption caused by the local execution strategy.

Figure 12 illustrates the clock ticks under different speeds of the user. As mentioned above, in this simulation, the user travels at different speeds with an identical trajectory, and

<table>
<thead>
<tr>
<th>No.</th>
<th>Algorithm</th>
<th>Optimal (ILP)</th>
<th>OMLGA</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>59.53</td>
<td>60.01</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>60.76</td>
<td>60.96</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>68.54</td>
<td>68.91</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>54.59</td>
<td>55.39</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>87.77</td>
<td>88.52</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>64.37</td>
<td>64.89</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>73.83</td>
<td>75.02</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>69.85</td>
<td>70.57</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>48.69</td>
<td>48.97</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>71.49</td>
<td>72.16</td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Weighted total cost (%) in static environments.
hence, the total time the user takes to travel is different. To evaluate the performance of these algorithms, clock ticks per minute is compared. ILP1 and GA rerun when detecting environmental changes, and a large $\lambda$ leads to fewer environmental changes. It can be seen that clock ticks of ILP1 (from 2983 ticks/minute to 2876 ticks/minute) and GA (from 2326 ticks/minute to 1788 ticks/minute) decrease with the increasing $\lambda$. Compared with ILPs, the GA-based DMM in OMLGA also helps to reduce the clock ticks. In addition, OMLGA makes offloading decisions based on the cooperation of online ML and GA. When the environment is stable, OMLGA makes more offloading decisions with the help of the online ML-based DMM, which consumes few computing resources. These two DMMs make clock ticks of OMLGA smallest and decrease (from 1971 ticks/minute to 1558 ticks/minute) with the increasing $\lambda$. Clock ticks of AO are still quite few, and clock ticks of AO and ILP2 are stable. AO makes offloading decisions when it receives the strategy request and remains idle at other time. ILP2 makes offloading decisions periodically. Therefore, the user’s speed has no impact on these two algorithms.

ILP is a classic algorithm used to develop the accurate optimal solution in static environments, and these weighted total costs of ILP in static environments are used as the criteria to measure the accuracy of OMLGA. Ten simulations, in which environmental parameters are kept static, are conducted to evaluate the accuracy of OMLGA. To keep the environmental parameters static and simulate the static environments, the parameters in every square are set to be the same. In other words, when the user moves from one square to another, the parameters are constant. In this way, the static environments are simulated. The weighted total costs are shown in Table 3, and their box-plot is shown in Figure 13. As shown in Figure 13, weighted total costs of OMLGA are close to the optimal ones. Through the statistics of the data in Table 3, the maximum and minimum relative errors of OMLGA are 1.612% (No. 7) and 0.329% (No. 2), respectively. The average relative error of OMLGA is 0.896%.

6. Conclusion

The resource constraint prevents the further development of MDs and mobile applications. MCC, as an effective way to improve the MD performance, provides a good opportunity to promote it. This paper studies the runtime offloading decision problem for MCC and proposes a runtime offloading decision algorithm based on the cooperation of online ML and GA. On the one hand, with the help of GA, this algorithm obtains data to train the predictor of online ML. On the other hand, with the help of online ML, this algorithm saves more computing resources and enhances GA’s ability to develop the offloading strategy. The results of this paper show that the commonly used thin client mode, which offloads all offloadable components to the cloud, is not suitable for MCC. The ILP-based offloading decision algorithms work well in small-scale problems but lead to bad results and consume more computing resources in large-scale problems. The cooperative runtime offloading decision algorithm, which minimizes the weighted total cost of offloaded applications while reducing the computing resource consumption and performs better in large-scale problems, can solve the runtime offloading decision problem efficiently. The established model and proposed algorithm can be extended to more general runtime decision problems in dynamic environments. This study provides a feasible approach to design a cooperative runtime decision algorithm, which combines online ML and GA to optimize the objective function while reducing the computing resource consumption. In this paper, we assume that there is only one application executed in MD. In the future, we will study the offloading decision problem with multiple applications based on the cooperative runtime offloading decision algorithm. In that problem, we need to consider the interaction among applications and add ML’s attributes to combat the changing parameters of the MD.
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