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In order to study the remote sensing recognition and classification of forest vegetation based on image feature depth learning, this
paper presents a deep learning method using classical algorithms such as the maximum class method and maximum entropy
method, as well as the FRECM algorithm and convolutional neural network. In this method, SVM is used to train, classify, and
recognize the color information of a high-resolution remote sensing image, remove the nongreen background of the classified
image, and finally convert it to HSI space for morphological opening and closing reconstruction, so as to obtain the final extraction
target. Then, a visual interface is designed to facilitate operation, which can compare the forest vegetation extraction results and
operation processing time under different algorithms, so as to realize the rapid and accurate monitoring of karst forest vegetation
change with remote sensing big data. The algorithm research shows that the overall accuracy of multifeature ant colony intelligent
classification based on vegetation zoning is 88.85%, Kappa=0.86, which is better than the traditional remote sensing image
classification method, and provides an effective method for land use land cover remote sensing information extraction in large-
scale complex terrain areas. In this way, the error extraction and missing extraction can be reduced in the extraction results of
forest vegetation area in remote sensing images, and the experimental extraction results will be further close to the optimal
segmentation effect.

1. Introduction

As a special type of image taken by satellites and other
aircraft, high-resolution remote sensing image has impor-
tant value and position in military and civil fields. Forest
vegetation is one of the main factors affecting the Earth’s
ecological environment. Forestry departments need to use
forest surveys to obtain basic data such as the quantity and
quality of forest vegetation and dynamically monitor
changes in forest vegetation. Deep learning is a machine

learning method emerging in recent years. It can auto-
matically learn the deep essential characteristics and laws of
a large number of historical data, so as to identify, judge, or
predict the future of new data, and improve the accuracy of
classification and recognition to a certain extent. Therefore,
using the depth learning method to classify remote sensing
images is of great significance. Remote sensing technology
provides the Ministry of forestry with the only effective and
economic method to quickly monitor the current situation
and dynamic change of large-area forest vegetation. In
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recent years, it has been widely used in forest investigation,
especially the emergence and application of high-resolution
remote sensing images such as quick bird with submeter
spatial resolution, which makes it possible to investigate
forest vegetation carefully. Remote sensing image contains
rich feature information, which is the most intuitive ex-
pression of the overall appearance of features. Feature ex-
traction of remote sensing image is the most basic operation
to study target features and obtain feature information
(Figure 1). The research on remote sensing image classifi-
cation and recognition not only has scientific theoretical
significance but also has practical significance [1].

2. Literature Review

Jaime and others proposed using the feature training clas-
sifier of image pixels in remote sensing images for target
extraction. This method has great advantages in controlling
the statistics of color images and can bypass a large number
of tasks to find the optimal threshold. This method is used
for image segmentation [2, 3]. Meng and others obtained a
land-use type map with an accuracy of 98.2% by combining
supervised and unsupervised classification methods in the
study of land use classification and obtained better results
than using these two methods independently [4]. Shakya,
A. and others used the decision tree method to classify land
cover and compared it with other methods. The results show
that the decision tree method improves the classification
accuracy by 3%-6% [5]. Cao and others applied the fuzzy
classification method to the study of impervious surface
performance and compared it with the LSMA method. The
results show that the fuzzy classification method is better
than the LSMA method in any season, and the performance
of the fuzzy classification method is better in both high-
density residential areas and low-density residential areas
[6]. Gao and others studied the land use types of Xingiao
town based on quick bird images. Due to the shortcomings
of visual interpretation, many scholars have gradually sought
other effective image classification methods [7]. Chen and
others compared the K-means clustering method based on
three similarity measures on virus remote sensing data. The
experiment shows that the K-means clustering method
based on Euclidean distance has the best accuracy and ef-
ficiency [8]. Wang and others used BP neural network to
classify high-resolution remote sensing images. Through
experiments, it is found that the adaptive dynamic system
classification of the BP neural network has a better effect on
land cover classification than other commonly used classi-
fications [9]. Zhao and others proposed a method for texture
segmentation of forest vegetation in remote sensing images
based on the visual attention mechanism. Firstly, the crown
shape and structure inside the image are regarded as visual
attention targets, and then, the texture is enhanced. The
forest vegetation area is segmented through the improved
region growth method [10]. Khelifi and others believe that, at
present, there are many kinds of classification algorithms for
remote sensing images, such as ISODATA, K-means,
minimum distance, maximum likelihood, and other algo-
rithms. For this reason, people divide the above classification
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algorithms into supervised and unsupervised, parametric,
and nonparametric, based on different principles, and focus
on the above classification algorithms based on several
categories such as pixels, subpixels, and objects. Due to the
influence of many external factors, such as the complex
surface environment, the screening of remote sensing im-
ages, the quality of image preprocessing, and the selection of
classification methods, there is still much room for im-
provement [11].

3. Image Feature Extraction

Image feature extraction is the use of a computer to extract
the relevant information contained in the image. In this
process, it is judged that the features contained in the pixels
in the image are suitable for classification, and the feature
extraction method is used under certain requirements.
Image feature extraction is to use the computer to extract the
relevant information contained in the image. In this process,
it is judged that the features contained in the pixels in the
image are suitable for classifying them, and the method of
feature extraction is used when certain requirements are
met. The original image is classified, and there are points,
curves, and connected blocks in the classified regions. The
original image is classified, and there are points, curves, and
areas connected into blocks in the areas of each category
after classification. If the algorithm used is used to calculate
some characteristic parts of the image data, then the
characteristic extraction itself can be attributed to the image
processing algorithm used. Image segmentation plays an
indispensable role in the entire image research field (as
shown in Figure 2). The work quality of this step will have a
very intuitive impact on the entire image processing process.

For a long period of time, the threshold-based seg-
mentation method has always been the basic content of
image segmentation research, which is convenient to use and
has obvious effects. The use process is that the gray histo-
gram information of the obtained remote sensing image is
first used for calculation and analysis, to obtain the threshold
value, and then, the image is divided into different marked
blocks by the threshold value, and formula (1) is used to
express. It can be seen that finding the optimal threshold has
become the key to research. Generally, the algorithm is
divided into the global threshold method and local threshold
method in the research. The global threshold method is to
find the optimal threshold according to all gray information
in the image to divide all data in the image. When double
peaks are observed from the gray histogram of the experi-
mental data, the lowest point of the curve between the
double peaks can be regarded as the threshold, and the target
area can be distinguished from the irrelevant area [12] as
shown in Figure 3.

1 ,y)<Th
g(x,y)< } "

g(x,y)={0 F(x,9)<Th

If the size of the image is set to M x N, the number of
pixels can use H, indicating that G is used to represent the
gray level of the image. When i is used to represent the gray
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FIGURE 1: High-resolution remote sensing image recognition.

value, the probability of i can be expressed by the following t
formula: Py(t) = Z Pi> (3)
i0
H; .
PiT N (2)  p, (t) represents the probability generated by category C,

and the formula is as follows:
In order to form a comparison with equation (2), p, (t) is o1
used to represent the probability of class C,, and the formula P, (t) = z P, =1-P,(t), (4)
is as follows: P
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FIGURE 2: The position of image segmentation in image engineering.
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FIGURE 3: Threshold segmentation.

Uy (1) represents the average gray level of pixels in the
category C, and the formula is as follows:
pi

AuO (t) = ;)(11)0 (t))’

u, (t) represents the average gray level of pixels in the
category C,, and the formula is as follows:

(5)

L-1

‘Ml(t)Z Z Pi

i—i+1<ip1 (t))'

Then, the interclass variance J, (t) of the image can be
calculated as shown in the following formula:

8, (1) = Py (g (1) + Py (s (1). )

At first, support vector machines were only used to solve
two types of classification problems. In the field of experi-
mental research, BSVM is used to represent two kinds of
support vector machines, which can solve the classification
problem of two kinds and obtain the structure type data with
categories. However, most of the problems encountered in
practical applications are multiclassification problems, so
support vector machines complete the multiclassification

(6)

goals through different paths. Then, in the research, BSVM
can be combined to obtain the support vector of multiple
classifications. The current support vector machine for
multiple classification systems mainly includes two
directions:

(1) The one-time solution method refers to the con-
struction of a hyperplane between every two types
of samples. The samples with a total number of
class k can construct K (K — 1)/2 BSVM, and each
BSVM needs to distinguish the two categories in
class K. And the two classification methods are
used to construct the most potential classification
function:

fst (t) = Wyt go(x) + bst
= Z a;' yik (x;, x) + by

i-sv

(8)

When the value of the total number k is 4, the system
diagram is shown in Figure 4.

(2) On the premise that the number of all categories is
(k), K kinds of BSVM can be formed by combining
different categories [13].
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When the value of total number k is 4, the system di-
agram is shown in Figure 5.

The advantage of the one-time solution method is that
for each sub-SVM, because there are fewer training samples,
the training time is less than that of multiple SVM, and its
accuracy is also relatively high. However, its disadvantage is
that when the number of classes K increases, the number of
SVM will further increase, and its training time will be
longer and longer.

As a multi-input single-output processing unit, the
structure of the neuron itself is shown in Figure 6.

In Figure 6, n input signals are input to neuron J at the
same time. w;; represents the weight value of the connection
between the input signal x and the neuron J, and the re-
lationship between input and output can be expressed by the
following formula:

yi= f(bi + i(xi X wij))' 9)

i-1

Convolutional neural network structure, the feature
space that the network can represent will also become larger,
and the learning ability of the network will be strengthened
[14].

3.1. Remote Sensing Classification

3.1.1. Multifeature Data. The combined use of remote
sensing data and nonremote sensing data can make up for
the shortcomings of single remote sensing data, play the
auxiliary role of nonremote sensing data, and effectively



improve the classification accuracy of remote sensing
data. The experimental area in this article is located in the
west with complex terrain and large altitude differences.
DEM data and slope and aspect data generated by DEM
data can effectively reflect the vertical zoning of vegetation
and the local growth environment, which is an effective
aid to improve the accuracy of remote sensing classifi-
cation. Therefore, this paper uses TM image, DEM, slope,
and aspect data as the characteristic bands for
classification.

3.1.2. Vegetation Zoning. According to the vegetation
characteristics of arid and semiarid areas, the experiment is
divided into vegetation-dominated areas and non-
vegetation-dominated areas, so as to reduce the influence of
the foreign matter homospectrum phenomenon in the
overall classification. The normalized difference vegetation
index (NDVI) is the best indicator of plant growth status and
vegetation spatial distribution density and has a linear re-
lationship with vegetation distribution density. It is a
commonly used vegetation index in remote sensing esti-
mation of vegetation coverage research. For this reason,
NDVI is used for vegetation zoning. Use the preprocessed
TM image to generate NDV], statistically analyze the NDVI
value of the training samples, and determine the vegetation
or nonvegetation threshold NDVI=0.18, so as to divide the
experimental area into vegetation-based areas and non-
vegetation-based areas [15].

The calculation method of the first-order moment of
color is shown in formula (10). The first-order moment can
represent the average intensity of each color component in
the image.

LN
b=y leiAj' (10)
=

The calculation of the second moment of color is shown
in formula (11), which refers to the color variance of the
image area and represents the nonuniformity of color
distribution.

] 1/2
2
o= m]i (Pi,j_[’li) . (11)

M=

—

The calculation of color third-order moment is shown in
formula (12), which refers to the skewness of color com-
ponent and represents the asymmetry of color distribution.

1/3

o= Li(p.— N (12)
- N_ljfl i,j Hi .

3.1.3. Intelligent Mining of Classification Rules. ACIOA
algorithm is used to mine remote sensing classification
rules for the above two regions. The algorithm takes the
discrete values of each band of training samples as at-
tribute nodes and each target class as class nodes and
mines the corresponding remote sensing classification
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rules by searching the connection between attribute nodes
and class nodes. The steps of rule mining include the
following.

Before mining the classification rules, the discretization
method based on information entropy is used to discretize
the training sample data. In order to shorten the search time
of ants, a heuristic function related to the problem is con-
structed to guide the search of the ant colony [16]. When the
rule is constructed, the gambling wheel mechanism is used
to select attribute nodes until all attributes are included in
the path; then, one class node is selected and there can
only be one class node, so far a complete initial classifi-
cation rule is formed [17, 18]. After completing the
construction of the initial classification rules, each at-
tribute node is selected as a condition item of the rule;
through rule pruning, the attribute nodes that reduce the
effectiveness of the classification rules are removed, the
classification rules are simplified, and the effectiveness of
the classification rules is maximized. After the initial
classification rule is constructed, each attribute node is
selected as a condition item of the rule. Through rule
pruning, remove the attribute nodes that reduce the ef-
fectiveness of classification rules, simplify classification
rules, and maximize the effectiveness of classification
rules.

4. Vegetation Extraction Method of High-
Resolution Remote Sensing Image

Threshold segmentation is one of the most commonly used
methods for remote sensing of forest vegetation. The op-
eration steps of this method are as follows: the first step is to
select indicators with obvious differences among different
types, and the second step is to find out the threshold value
of related indicators, so as to achieve the purpose of
identifying forest vegetation cover information [19]. In
the experimental research, the threshold segmentation
algorithm is usually used in the research objects with a
large gray difference between the extracted region and
other irrelevant regions. Therefore, to achieve the best
segmentation results, it should be used as a pretreatment
at the beginning of the experiment.

(1) Extraction of forest vegetation by the maximum
interclass method is as follows:

Step 1: Set the gray level of the used image to M, and
its range is [0, M — 1]. If the value of gray level i of
the pixels contained in the image is equal, the
number at this time can be expressed as N, then the
total number can be expressed as e, and the
probability  that the value is equal to
N=Ny+N;+...+Ny_,.

Step 2: Carry out the operation of step 1 for many
times until the threshold value obtained can
maximize the variance of different categories. At
this time, ¢ is the threshold value that can achieve
the best segmentation effect of the image under this
method.
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FI1GURE 7: Gray histogram of quick bird image. (a)Histogram of experimental image 1. (b) Histogram of experimental image 2.

(2) Iterative method for forest vegetation extraction is as
follows:

Step 1: First calculate the maximum gray value and
minimum gray value of the image, and record them
as Z .. and Z ., respectively, so that the initial
value is Ty = (Z0x + Ziin)/2

Step 2: Divide the image into front and back by TK
threshold, and then calculate the average gray
values ZO and ZB under the two scenes
respectively

Step 3: Calculate the new threshold value
TK +1= (ZO + ZB)/2

The iterative method is to obtain the gray value TK
through iterative calculation, so that the gray value TK can
segment the remote sensing image into forest vegetation area
and nonforest vegetation area [20]. The average gray value of
forest vegetation area plus the average gray value of non-
forest vegetation area is equal to TK. Figure 7 shows the gray
histogram of the image used.

Figure 7 shows the gray histogram of two quick bird
remote sensing images. The iterative method is to find a TK,
TK can divide the gray histogram into two parts with equal
area, and then TK is the required optimal threshold.
Through experiments, it can be concluded that the optimal
threshold of the experimental image a is 130 and the optimal
threshold of experimental image b is 101 [21].

Combining the image segmentation effect and the two
line graphs, the extraction result when K=4 should be se-
lected as the final segmentation result under the K-means
algorithm (Figure 8). Therefore, in combination with the
image segmentation effect and two broken line images, the
extraction result when k=4 should be selected as the final
segmentation result under the k-means algorithm [22].

The steps of forest extraction in a fuzzy c-means clus-
tering algorithm are not very difficult. It is a clustering al-
gorithm that uses affiliation to determine whether each pixel
of a remote sensing image belongs to a specific set. FCM is
the sum of n vectors x; x; (i = 1,2,...,n) crack becomes ¢

uncertain sets [23], and the center points of the boxes in all
sets are calculated at the same time, so as to minimize the
dissimilar characteristics. FCM splits a vector into an in-
determinate set and, at the same time, calculates the center
points of the inner boxes of all sets, so as to minimize the
dissimilar characteristics. FCM distinguishes based on un-
certainty. It can make the given data points fall into a certain
value in the range of [0,1]. At the same time, the sum of the
membership degrees of these data points is equal to 1, which
can be expressed by the following formula:

C
Z Hij =2,
i=2

Ay=12,...,x

(13)

Furthermore, the value function (objective function) of
FCM can be expressed as

C

2

i-1

J(Couy,...u,)

. (14)

2 24
J

i-1

4.1. Analysis of Experimental Results. 'The experimental effect
diagram has been shown for the experimental method used
above, which can only have a general understanding of the
extracted results. In order to make the experimental effect
contrast more intuitive, the extraction accuracy and use time
of the experimental method are compared in the form of
data, as shown in Tables 1 and 2.

The experimental results in the above table show that the
remote sensing images are the same, the segmentation
method combining convolution neural network method,
FRFCM algorithm, and Otsu and K-means algorithm is
more prominent, the contour of the extracted forest vege-
tation area has high internal consistency, and the forest
vegetation area and nonforest vegetation area have been
effectively separated.
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TaBLE 1: Performance comparison of experimental image 1 extraction methods.

Extraction method

Running time (s)

Extraction accuracy (%)

Maximum interclass method

Maximum entropy method

Iterative method

K-means algorithm

ISODATA algorithm

FCM algorithm

FRFCM algorithm

Otsu and K-means combination method
Convolution neural network method

6.5 75
2.1 62
10.8 63
8.4 74
4.3 68
34.6 70
21.5 83
20.9 78
13.0 90

TaBLE 2: Performance comparison of experimental image 2 extraction methods.

Extraction method

Running time (s)

Extraction accuracy (%)

Maximum interclass method

Maximum entropy method

Iterative method

K-means algorithm

ISODATA algorithm

FCM algorithm

FRFCM algorithm

Otsu and K-means combination method
Convolution neural network method

2.1 57
12.3 53
23.6 75
9.8 71
41 74
68.2 79
18.7 81
9.2 82
20.4 94

In the RBF function, Y is the function setting in the
kernel function, and the relationship between a and Y can be
expressed by the following formula:

1

2.0%

y= (15)

By observing the data and parameter calculation images
in Figure 9 and table, it can be found that the classification
error rate of the two images is the lowest when they are in
C =1land o = 2, and the extraction accuracy can be obtained
to be 90.62% and 91.33%, respectively. At this time, the
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TaBLE 3: Comparison of running time and extraction accuracy of experimental image 1 extraction method.

Extraction method

Running time (s)

Extraction accuracy (%)

Algorithms in this chapter

FRFCM algorithm

Convolution neural network method
Otsu and K-means combination method

9.8 90.2
21.5 79.3
19.7 92.7
13.0 78.0

TaBLE 4: Test Figure 2 comparison of extraction method running time and extraction accuracy.

Extraction method

Running time (s)

Extraction accuracy (%)

Algorithms in this chapter

FRFCM algorithm

Convolution neural network method
Otsu and K-means combination method

10.2 91.5
18.9 83.0
19.6 95.3
9.5 85.0

corresponding test time is 10.20s and 10.32s, respectively
[24].

As shown in Tables 3 and 4, the running time and ex-
traction accuracy of four extraction methods for forest
vegetation area extraction of experimental image 1 and
experimental image 2 are compared. It can be seen from the
table that the extraction accuracy of the disturbed neural
network is about 2070 higher than this group of algorithms.
But the running time is nearly twice that of the algorithm
in this chapter. For the “forest vegetation extraction
system” developed by the forestry bureau and other de-
partments, it is necessary to find an optimization method
between high extraction accuracy and fast operation
processing time, monitor the change of karst vegetation,
and process the remote sensing data of dozens of GB data.
Due to the large number of parameters and the long
training time of the convolutional neural network model,
overfitting and time-consuming are almost common
problems of deep learning. Although the current deep
learning methods have high accuracy, they cannot meet
the requirements of fast processing of large amounts of
data, which needs to be further studied. The algorithm in

this chapter provides a feasible method for the develop-
ment of the “Forest Vegetation Extraction System” of the
Guilin Forestry Bureau, which requires high precision and
fast speed, and realizes the fast and accurate processing of
remote sensing big data.

5. Conclusion

Based on the synthesis of high-resolution remote sensing
image target extraction research, this paper puts forward the
research topic of forest vegetation target extraction based on
the ecological evolution of suburban forest vegetation. The
main research object of this paper is the quick bird high-
resolution remote sensing images taken by satellites. Various
types of image segmentation algorithms are used for ex-
perimental comparison, which provides ideas and methods
for subsequent in-depth research. For the design and
implementation of the forest vegetation extraction system,
the methods used in this article are compiled on the Visual
Studio platform, and the visual interface is designed for easy
operation. Different algorithms can be compared, and the
system can obtain relatively accurate forest vegetation areas.
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During the experiment, because the high-resolution
remote sensing image used will be affected by noise, sunlight,
and other factors, the target area extracted from the image
will be confused with shadow, similar or similar areas, which
will make the extraction of the whole forest vegetation area
difficult. There are large errors, which need to be paid at-
tention to and improved in the follow-up research.

By looking for new algorithms or improving existing
algorithms, we can obtain more information contained in
remote sensing images and enrich the reference features of
remote sensing image experiments, so that there will be no
errors in the acquisition of training samples. This can reduce
the wrong extraction and missing extraction in the forest
vegetation area extraction results of high-resolution remote
sensing images, and the experimental extraction results will
be closer to the optimal segmentation effect [25].
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