DISCRETE RICCATI EQUATION SOLUTIONS: DISTRIBUTED ALGORITHMS
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In this paper new distributed algorithms for the solution of the discrete Riccati equation are introduced. The algorithms are used to provide robust and computational efficient solutions to the discrete Riccati equation. The proposed distributed algorithms are theoretically interesting and computationally attractive.
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I. INTRODUCTION

The Riccati equation (RE) plays an important role in many fields of mathematics, science and engineering [13], [6], [7]. The solution of the Riccati equation is essential in such fields as optimal estimation and control, game theory, integral equations, and power systems. In view of the importance of the Riccati equation, there exists considerable literature both on the algorithmic as well as on the numerical aspects of its solution [13], [5], [6], [8]. The basic Riccati equation of interest in this paper arises in linear estimation, namely in the implementation of state space estimation algorithms such as, the widely studied Kalman filter and the Lainiotis linear partitioning filters [13], [7], [11]. The applicability of the various Riccati equation solutions to practical problems was until recently limited by the computing power available. Real problems in application areas, such as estimation and stochastic control require fast and accurate computation of large volumes of data as a consequence of the necessity to deal with complex more realistic models. The recent advances in the computer technology allows the use of distributed data
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fusion systems, consisting of networks of sensor nodes, each one with its own processing and communication capabilities. This motivated research toward more computationally efficient algorithms which can take full advantage of the new technological capabilities [3], [10], [12].

We consider here new distributed, computationally efficient algorithms for the solution of the discrete Riccati equation arising in estimation and stochastic control. A linear, dynamic, multisensor state space model is considered here [2], [1], [10]. Such systems arising naturally when data are obtained by different subsystems located at dispersed locations or when large data volumes must be processed in real-time. In realistic application scenarios the computational requirements of a given estimation algorithm are more sensitive to the variations of the measurement vector dimension than to the variations of the state vector dimension. The increase in the number of sensors would require either the use of faster and more expensive processing units, or more efficient algorithmic approaches [3].

There are two major approaches to obtain the Riccati equation solution required for state estimation in such multisensor systems:

- **The centralized approach**, where all the sensors are considered part of the same measurement model. The solution of the RE in this case involves calculations with matrices of high dimensionality resulting in heavy computational load at the processing facility.

- **The distributed approach**, where the information gathered by the sensors are processed locally. After this first local processing step, interim results are transmitted to a central processor. At this central processor the solution of the RE can be obtained using only the matrices of the state equation.

Two new solutions of the RE based on optimal distributed estimation algorithms are discussed here. The paper is organized as follows: In section II, the mathematical description of the problem is presented. In section III, the new algorithms for the distributed solution are introduced and analyzed. Motivation and implementation details are discussed in this section. In section IV, the algorithms are compared in terms of their computational complexity. Finally, section V summarizes our conclusions.

**II. PROBLEM FORMULATION**

The linear, multisensor, discrete state space model from where the RE emanates has the following form:

\[ x(k + 1) = \Phi(k + 1, k)x(k) + w(k) \]  \hspace{1cm} (1)

\[ z(k + 1) = H(k + 1)x(k + 1) + v(k + 1) \]  \hspace{1cm} (2)

for \( k = 1, 2, \ldots \), where \( x(k) \) is the \( n \)-dimensional state vector, \( z(k) \) is the \( m \)-dimensional measurement vector, \( \Phi(k + 1, k) \) is the \( n \times n \) state transition matrix, \( H(k) \) is the \( m \times n \)
output matrix, \([w(k)\)] and \([v(k)\)] are n-dimensional, and m-dimensional Gaussian zero mean white noises with noise covariances \(Q(k)\) and \(R(k)\) respectively. The initial value \(x(0)\) of the state vector \(x(k)\) at time \(t_0 = 0\) is considered Gaussian random variable with mean \(\hat{x}(0|0)\) and variance \(P(0|0)\). It is assumed independent of both the plant noise \(w(k)\) and measurement noise \(v(k)\).

Under the distributed scenario, first introduced in [14], [2], the observation vector \([z(k)\)] can be partitioned into \(r\) subvectors, each corresponding to a local sensor system with local dimensionality \(m_i\).

\[
z^r(k) = [z^r_1(k), z^r_2(k), \cdots, z^r_r(k)]
\]

\[H^r(k) = [H^r_1(k), H^r_2(k), \cdots, H^r_r(k)]
\]

\[v^r(k) = [v^r_1(k), v^r_2(k), \cdots, v^r_r(k)]
\]

Consequently, the local measurement equation based on the state vector is given by:

\[z_i(k + 1) = H_i(k + 1)x(k + 1) + v_i(k + 1)
\]

where, \(z_i(k + 1)\) is the \(m_i\)-dimensional measurement vector at the local processor system \(i\), \(H_i(k + 1)\) is the \(m_xn\) local output matrix, and \(v_i(k + 1)\) is the \(m_i\) local measurement noise vector. It is assumed here that:

\[m = \sum_{i=1}^{r} m_i
\]

In the distributed estimation problem, it is required to obtain the minimum mean square estimate (mmse) of the system state based on the measurement records available at the associated local processors. The task involves the solution of the Riccati equation for the prediction error covariance matrix.

### III. DISTRIBUTED RICCATI EQUATION SOLUTIONS

The discrete Riccati equation arising in the estimation of the system state \(x(k)\) can be solved using the Kalman filter equations [13]. Using the partitioning approach to estimation and control, Lainiotis has also introduced fast, robust and stable computational algorithms for the solution of the Riccati equation [4], [5], [6], [11].

The main drawback, however, of the centralized approaches to the RE solution is that they require large communication bandwidth for raw measurement transmission between the local subsystems and the processor where the estimation algorithm is implemented. Moreover, in the case of large measurement dimensionality \((m)\), which is exactly what happens in a typical multisensor scenario, there is a tremendous computational burden associated with the processing of all measurement information in a
single processing facility. To overcome such problems, and to achieve robustness and redundancy, distributed approaches to the solution of the Riccati equation are introduced here. Following the distributed formulation analyzed in the previous section, data obtained from different sensors subsystems are processed locally and the results are transmitted to the central processor (data fusion center). The state space model is given in the form of equations (1), (6). The new RE solutions are based on the distributed Kalman and the distributed linear Lainiotis filters.

**A. Kalman Filter-based Distributed Riccati Solution.**

The Riccati equation solution based on the distributed Kalman filter is summarized in the following theorem:

**Theorem III-A.1: Kalman Filter-based Distributed Riccati Solutions**

Consider the system (1), (6); For this linear discrete time system, the solution of the Riccati equation is given as follows:

- **central processor calculations:**

  \[
  P^{-1}(kk) = P^{-1}(kk - 1) + \sum_{i=1}^{r} [P_{i}^{-1}(kk) - P_{i}^{-1}(kk - 1)] 
  \]

  \[
  P(kk - 1) = \Phi(k, k - 1)P(k - 1|k - 1)\Phi^\top(k, k - 1) + Q(k - 1) 
  \]

  with \( k = 1, 2, \ldots \) and initial condition \( P(0|0) \)

- **local processor calculations (for the \( i^{th} \) local subsystem):**

  \[
  P_i(k + 1|k + 1) = [I - K_i(k + 1)H_i(k + 1)]P_i(k + 1|k) 
  \]

  \[
  P_i(k + 1|k) = \Phi(k + 1, k)P_i(kk - 1)\Phi^\top(k + 1, k) + Q(k + 1) 
  - \Phi(k + 1, k)K_i(k)P_{i,ol}^{-1}(kk - 1)K_i^\top(k)\Phi^\top(k + 1, k) 
  \]

  for \( k = 1, 2, \ldots \) with initial condition \( P_i(0|0) = P_i(0|0) \) and

  \[
  K_i(k) = P_i(kk - 1)H_i^\top(k)P_{i,ol}^{-1}(kk - 1) 
  \]

  \[
  P_{i,ol}(kk - 1) = H_i(k)P_i(kk - 1)H_i^\top(k) + R_i(k) 
  \]

  The solution is based on the equations of the distributed Kalman filter [2].

**B. Lainiotis Filter-based Distributed Riccati Solution.**

The distributed Riccati equation solution based on the distributed Lainiotis filter is summarized in the following theorem:
**Theorem III-B.1: Lainiotis Filter-based Distributed Riccati Solution**

Consider the system (1), (6). For this linear discrete time system, the solution of the Riccati equation is given as follows:

- **central processor calculations:**

  \[ P(k + 1k + 1) = P_n(k + 1k + 1) + \Phi_n(k + 1, k) P^{-1}_r (kk + 1) \Phi^*_n (k + 1, k) \]  
  \[(14)\]

  \[ P_r(kk + 1) = [O_n(k + 1) + P^{-1} (kk)] \]  
  \[(15)\]

  \[ P_n^{-1} (k + 1k + 1) = Q^{-1} (k) + B_r(k + 1) \]  
  \[(16)\]

  \[ B_r(k + 1) = \sum_{i=1}^{r} [P^{-1}_{ni} (k + 1k + 1) - Q^{-1} (k)] \]  
  \[(17)\]

  \[ F_n(k + 1) = Q^{-1} (k)\Phi(k + 1, k) \]  
  \[(18)\]

  \[ \Phi_n(k + 1, k) = P_n(k + 1k + 1)F_n(k + 1) \]  
  \[(19)\]

  with initial condition \( \Phi(0, 0) = I_{nn} \)

  \[ O_n(k + 1) = F_n(k + 1)^T [Q(k) - P_n(k + 1k + 1)]F_n(k + 1) \]  
  \[(20)\]

- **local processor calculations (for the \( i^{th} \) local subsystem):**

  \[ P_{ni}(k + 1k + 1) = [I - K_{ni}(k + 1)H_r(k + 1)]Q(k) \]  
  \[(21)\]

  \[ K_{ni}(k + 1) = Q(k) H_r ^T (k + 1) P^{-1}_{ni} (k + 1k) \]  
  \[(22)\]

  \[ P_{ni}(k + 1k) = H_r(k + 1)Q(k) H_r ^T (k + 1) + R_r(k + 1) \]  
  \[(23)\]

The proof is given in the appendix.

**C. Remarks**

1. It must be noted that the above given solutions correspond to the general time varying, linear, dynamic, discrete time state space model.

2. The Riccati equation solution which is based on the distributed form of the linear Lainiotis filter at the different local subsystems requires only nonrecursive simple multiplications. These memoryless operations can be implemented using a very simple processor or even an optical device.

3. There is no two way communication between the local and central processors. Because bidirectional communication between slower local stations and the central
agent is not desirable in a highly parallel processing environment, both the new distributed solutions have been designed with the lowest possible interprocessor communication [12].

4. The solutions that are based on the linear Lainiotis filter lead to elemental solutions totally decoupled from sample to sample. It was pointed out by Lainiotis [5], [6] that the solution is determined in terms of system matrices \( Q(\cdot) \), \( R(\cdot) \), \( H(\cdot) \), and \( \Phi(\cdot) \) which can be calculated independently on a per sample basis. The distributed Riccati solution of theorem 2 retains the property of the completely decoupled nominal solutions of the partitioning approach. Moreover, the distributed solution has a more impressive aspect. It allows the calculation of the Riccati equation to be done in a totally distributed, parallel form. Specifically,

(a) The Riccati equation solution can be computed in a distributed form, using decentralized distributed algorithms for covariance calculations. Thus, the calculations in the different local models can be performed in parallel.

(b) In addition, the Riccati solution is decomposed into a set of nominal solutions decoupled from one sample to another in a parallel mode. They can be performed in parallel since they are naturally decoupled and no filtered quantity at the present step requires recursive quantities from a previous step. To the best of the authors’ knowledge the solution given in this work is the only algorithm capable to provide this form of parallel processing capability.

5. Finally, we observe that the Riccati solutions that are based on the linear Lainiotis filter are more robust from a numerical point of view. As it was mentioned above the matrices \( P(k|k) \), \( P(k+1|k) \) are error covariance matrices thus, must be nonnegative definite [6], [11]. In both centralized and distributed form, the Lainiotis filter based approaches use quadratic terms in the calculations of the solution preserving the nonnegative nature of the final output.

The two forms of the distributed solution to the \( RE \) introduced in this work have similar performance since they involve the same system matrices. However, these solutions have different computational and communication requirements, especially when they are applied to multisensor problems [10], [12].

**IV. COMPUTATIONAL REQUIREMENTS OF THE DISCRETE RE SOLUTIONS**

Apart from the numerical behavior of any proposed algorithm, its computational complexity is a realistic measure of its practicality and usefulness since it determines the required computing power and processing (execution) time. A general framework to evaluate the computational requirements of recursive algorithms is given in [9], [3], [11]. In this work, the rules defined there are used to evaluate our distributed Riccati solutions.

Due to the fact that the algorithms provide the solution in a recursive manner, the algorithms’ total execution time is equal to the product of its per recursion computational complexity times the number of recursions required to obtain a solution. The comparisons introduced in this paper are on a per recursion basis. Two more assumptions are introduced in order to have a meaningful comparison among the different algorithms.
1. First, the overall computational requirements for a distributed algorithm, per recursion, are computed as the sum of the per recursion calculation requirements in one of the local processors plus the computational requirements in the central processor since the calculations in all local models are performed in parallel.

2. Secondly, the fundamental operations involved in the solution of the Riccati equation are matrix and vector operations. A detailed analysis of the computations involved in the evaluation in such operations is provided in [3], [12]. The interested reader can refer to them for more information on the subject. In this context, the total time required to complete an operation (or a sequence of operations) is proportional to the normalized total number of equivalent scalar operations, defined as:

\[
\text{Time} = kX(4X(MULTS) + (ADDS) + 6X(DIVS) + 25X(SQRTS))
\]

where MULTS is the number of scalar multiplications required, ADDS is the number of scalar additions required, DIVS is the number of scalar divisions required and SQRTS is the number of the scalar square roots. The weights used in the above formula do not refer to any particular machine. Rather than that, they can be considered mean values of those coefficients commonly encountered. All the qualitative results presented in the sequence hold even if the weighting coefficients in the above formula are different for a specific computing platform [3], [12].

In rest of the paper the following notation is used for convenience:

- CLRES: Centralized Lainiotis-filter based Riccati Equation Solution
- CKRES: Centralized Kalman-filter based Riccati Equation Solution
- DLRES: Distributed Lainiotis-filter based Riccati Equation Solution
- DKRES: Distributed Kalman-filter based Riccati Equation Solution

A. Centralized Approaches: Computational Requirements

The computational requirements for the sequential implementation of the centralized approaches (in terms of normalized operations), when a time varying linear model is used, are summarized in the following tables [12]: (See Tables I, II).

For a time invariant or a periodic system the computational requirements of the CLRES approach are divided into two parts. The first part, called preliminary, summarizes the computational requirements for the operations that are calculated only once (or during the system’s period) and the second part, named per step operations, summarizes the requirements for the per step calculations. (See Table III).

<table>
<thead>
<tr>
<th>Table I</th>
<th>Centralized Approaches. Time Varying Linear Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>CLRES</td>
<td>normalized operations</td>
</tr>
<tr>
<td></td>
<td>[12.5n^3 + 14.5n^2 + 58n + 2.5m^3 + 10m^2 + 8.5nm^2 + 20nm + 14.5nm + 32.5m - 18]</td>
</tr>
</tbody>
</table>
Table II  Centralized Approaches. Time Varying Linear Model

<table>
<thead>
<tr>
<th>CKRES</th>
<th>normalized operations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>7.5n³ + 6.5n² + 2.5n²m + 7.5nm² + 3mn + 6m² + 2.5m³ + 31.5m - 4n - 6</td>
</tr>
</tbody>
</table>

Table III  Centralized Approaches. Time Invariant or Periodic Linear Model

<table>
<thead>
<tr>
<th>CLRES</th>
<th>normalized operations</th>
</tr>
</thead>
<tbody>
<tr>
<td>prelim. op.</td>
<td>2.5m³ + 10m² + 8.5nm² + 20mn² + 4.5mn - 0.5n² + 32.5m - 0.5n - 6</td>
</tr>
<tr>
<td>per step op.</td>
<td>12.5m³ + 14n² + 58n - 12</td>
</tr>
</tbody>
</table>

B. Distributed Approaches: Computational Requirements

The computational requirements (in terms of normalized operations) of the distributed Riccati solutions, when a time varying linear model is used, are shown in the sequence. (See Tables IV, V).

For a time invariant or a periodic system the computational requirements of the DLRES approach are divided into two parts. As before, the first part, called preliminary, summarizes the computational requirements for the operations that are calculated only once (or during the system’s period) and the second part, named per step operations, summarizes the requirements for the per step calculations. (See Table VI).

Remarks

1. The time required to solve the Riccati equation for a time invariant or periodic model by direct use of the Distributed Kalman filter is identical to that required to solve the Riccati equation for the time varying system due to the fact that the Distributed Kalman filter equations have exactly the same form for time varying, time invariant or periodic state space models.

2. The computational complexity of the RE solution for a time invariant or periodic model using the Distributed Lainiotis filter is much less than the complexity associated with the solution of the Riccati equation for a time varying system. If a time invariant system is assumed, the matrices $P_n(\cdot)$, $O_n(\cdot)$, $\Phi_n(\cdot)$ are time invariant so their calculation is required only once. If the actual system is periodic the above mentioned matrices become periodic in nature, with period equal to the period of the model RP. In this case, their calculation is required only within the

Table IV  Distributed Approaches. Time Varying Linear Model

<table>
<thead>
<tr>
<th>DkRES</th>
<th>normalized operations</th>
</tr>
</thead>
<tbody>
<tr>
<td>central processor</td>
<td>10n³ + 6.5n² + 32.5n - 6 + r(n² + n)</td>
</tr>
<tr>
<td>local processor</td>
<td>7.5n³ + 2n² + 0.5n + 2.5m³ + 10n²m + 7.5nm² + 2nm + 7.5m² + 32.5m - 6</td>
</tr>
</tbody>
</table>

Table V  Distributed Approaches. Time Varying Linear Model

<table>
<thead>
<tr>
<th>DlRES</th>
<th>normalized operations</th>
</tr>
</thead>
<tbody>
<tr>
<td>central processor</td>
<td>25n³ + 11n² + 33n - 6 + 0.5r(n² + n)</td>
</tr>
<tr>
<td>local processor</td>
<td>2.5m³ + 6m² + 32.5m + 5nm² + 2.5n²m + 1.5m + 0.5m² - 0.5n² - 0.5n - 6</td>
</tr>
</tbody>
</table>
Table VI  Distributed Approaches. Time Invariant Linear Model

<table>
<thead>
<tr>
<th></th>
<th>normalized operations</th>
</tr>
</thead>
<tbody>
<tr>
<td>central proc. (per step)</td>
<td>10n^3 + 4n^2</td>
</tr>
<tr>
<td>central proc. (preliminary)</td>
<td>15n^3 + 7n^2 + 33n - 6 + 0.5r(n^2 + n)</td>
</tr>
<tr>
<td>local processor</td>
<td>2.5m^2 + 6m^2 + 32.5m^2 + 5nm^2 + 2.5n^2 m + 1.5m_n - 0.5n^2 - 0.5n - 6</td>
</tr>
</tbody>
</table>

The distributed algorithm of theorem 2 is the only one which possesses such attractive computational characteristics. The algorithm is designed to take full advantage of the new parallel processing capabilities available. There are two ways in which we achieve parallelism using the new Riccati equation solution developed in theorem 2. Namely,

- parallelism in system’s level
- parallelism in computations during one sampling period

Parallelism in system’s level is based on the fact that every local processor can execute the calculations required by the central agent in parallel with the other local processors. In this way, in one step of the algorithm r-operations are executed in parallel at the different local processors.

Parallelism in the computations’ level during one sampling period (one step) is based on the fact that every solution involves during each step the evaluation of a set of arithmetic expressions. From theorem 2, it can be easily seen that the calculations in equations (21)–(23) are not recursive and can of course be made in parallel. Thus, even if the model is time varying these calculations can be executed in parallel in one step using a parallel machine.

Up until now we have discussed the computational requirements of the different approaches to the discrete Riccati equation solution when implemented in a centralized or decentralized fashion. An answer however, to a fundamental question posed by filter designers and users was not given. Is the difficulty of implementation inherent in a distributed realization compensated by the gain in computing speed? To answer this question, a typical multisensor example is used.

In this typical multisensor problem, seismic signal processing for oil exploration, a time invariant wavelet is utilized to describe the signal received by the seismic sensors [14], [9], [12]. Usually a convolution summation of order n = 4 describes the seismic wavelet.
Table VII  Seismic Wavelet Estimation Problem

<table>
<thead>
<tr>
<th>method</th>
<th>normalized operations</th>
</tr>
</thead>
<tbody>
<tr>
<td>CKRES</td>
<td>2.4e + 09</td>
</tr>
<tr>
<td>CLRES</td>
<td>4.24e + 04</td>
</tr>
<tr>
<td>DKRES</td>
<td>2.61e + 06</td>
</tr>
<tr>
<td>DLRES</td>
<td>3.37e + 03</td>
</tr>
</tbody>
</table>

The number of sensors (geophones) utilized to capture the seismic reflection varies from a few hundred to several thousand. For this time invariant seismic wavelet of order $n = 4$, assuming $m = 1000$ sensors divided in $r = 10$ local subsystems (geophone clusters), the normalized operations (computational requirements) for the solution of the Riccati equation which is required in the source estimation process are summarized in the following table. (See Table VII).

In order to compare the algorithms’ efficiency from a computational standpoint, the total processing time (total normalized operations) required by centralized and distributed algorithms was plotted against the total dimension of the measurement vector $m$. The total processing time for the distributed algorithms is obtained adding the computational requirements of one local processor to those of the central processing facility. In Fig. 1, the complexity for a time invariant system with state dimensionality $n = 4$ is depicted. In Fig. 2, the requirements for a time varying system with $n = 1$ are plotted. In both cases the number of local subsystems is considered fixed at $r = 5$. The efficiency of the to the computing facility at each time step.

V. CONCLUSIONS

The centralized and the distributed approaches to the solution of the discrete Riccati equation for a multisensor linear model were discussed in this paper. State variable concepts and optimal estimation algorithms have been utilized to obtain the solution in a distributed parallel fashion. A Riccati equation solution based on the distributed form of the linear Lainiotis filter was compared, in terms of computational efficiency, with the

![Figure 1](image_url)  Centralized vs. Distributed Riccati Solutions. Time Invariant model.
The $RE$ solution based on the distributed Kalman filter. The comparative evaluation of these approaches have been made using a typical multisensor scenario. The results indicate that the $RE$ solution based on the distributed Lainiotis filter leads to orders of magnitude decrease in processing time while maintains the same level of performance.

VI. APPENDIX

Proof of Theorem 2.

Our objective is to eliminate the measurement related matrices from the solution. Thus, we modify the equations of the solution based on the centralized Lainiotis filter. The most important step is to obtain an expression for the nominal observability matrix $O_n(k + 1)$ which will not include any matrix associated with the measurement equation.
We start with an interim result, the expression for the filter transition matrix \( \Phi_n(k + 1, k) \). The filter transition matrix in the centralized linear Lainiotis filter is defined as:

\[
\Phi_n(k + 1, k) = [I - K_n(k + 1)H(k + 1)]\Phi(k + 1, k)
\]  

(24)

According to this formula the filter transition matrix is calculated in terms of the filter gain and the overall output matrix \( H(k + 1) \). The equations of the standard Kalman filter are used to eliminate these quantities from the expression for the filter transition matrix. From the Kalman filter the estimation covariance is given as:

\[
P(k|k) = [I - K(k)H(k)]P(k|k - 1)
\]  

(25)

Since covariance matrices are square matrices, the inverse always exist thus, multiplying both terms of (25) from the right with \( P^{-1}(k|k - 1) \) the following expression can be obtained:

\[
P(k|k)P^{-1}(k|k - 1) = [I - K(k)H(k)]
\]  

(26)

In the nominal Kalman filter used in the derivation of the centralized linear Lainiotis filter it is assumed that:

\[
P(k|k - 1) = Q(k - 1)
\]

since we initialize the nominal filter at each step with zero nominal initial conditions. If we combine the above two equations, we can claim that:

\[
P_n(k|k)Q^{-1}(k - 1) = [I - K_n(k)H(k)]
\]  

(27)

Therefore, the filter transition matrix for the distributed filter can be written as:

\[
\Phi_n(k + 1, k) = P_n(k|k)Q^{-1}(k - 1)\Phi(k + 1, k)
\]  

(28)

The nominal observability matrix in the centralized linear Lainiotis filter is defined as:

\[
O_n(k + 1) = K_m(k + 1)H(k + 1)\Phi(k + 1, k)
\]  

(29)

\[
K_m(k + 1) = \Phi^T(k + 1, k)H^T(k + 1)P_{zn}^{-1}(k + 1|k)
\]  

(30)

Once again we aim to eliminate all the measurement related matrices from the calculations. Simple algebraic calculations of the standard Kalman filter gain equation lead us to the following solution:

\[
H^T(k)P_z^{-1}(k|k - 1) = P^{-1}(k|k - 1)P(k|k)H^T(k)R^{-1}(k)
\]  

(31)
Thus, the nominal Kalman gain the distributed algorithm can be re-written as:

\[ K_m(k + 1) = \Phi^T(k + 1, k)Q^{-1}(k)P_n(k + 1\mid k + 1)H_r(k + 1)R^{-1}(k + 1)H(k + 1)\Phi(k + 1, k) \]  

(32)

In the information form of the Kalman filter, the expression for the estimation covariance is as follows:

\[ P_n^{-1}(kk) - P_n^{-1}(kk-1) = H_r(k)R^{-1}(k)H(k) \]  

(33)

Taking into consideration the special form of the nominal Kalman filter with the zero initial conditions, we can claim that the equivalent update formula is:

\[ P_n^{-1}(kk) - Q^{-1}(k - 1) = H_r(k)R^{-1}(k)H(k) \]  

(34)

Utilizing this result the nominal observability matrix for the distributed solution can be written after some simple manipulations as follows:

\[ F_n(k + 1) = Q^{-1}(k)\Phi(k + 1, k) \]  

(35)

\[ O_n(k + 1) = F_n(k + 1)\mathbb{E}[Q(k) - P_n(k + 1\mid k + 1)]F_n(k + 1) \]  

(36)

Equation (16) which provides the nominal estimation covariance used in our distributed solution emanates from the distributed form of the Kalman filter taking into consideration that:

\[ H_r(k)R^{-1}(k)H(k) = \sum_{i=1}^{r} H_r(k)R_i^{-1}(k)H_i(k) \]  

(37)

from the formulation and the assumptions of the distributed estimation problem and that:

\[ P_n^{-1}(kk) - Q^{-1}(k - 1) = H_r(k)R^{-1}(k)H(k) \]  

(38)

In the DLRES based solution equation (14) which provides the estimation covariance is identical to the expression used in the centralized linear Lainiotis filter.

Finally, the expressions in (21)–(23) are obtained using a Kalman filter with zero initial conditions at each local sub-system.
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