The $V$-Transform: A Tool for Analysis of Control Systems Robustness with respect to Disturbance Model Uncertainty
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This work is motivated by the need for tools for the analysis of disturbance model uncertainty in feedback control systems. Such tools are developed in this paper for the case where the disturbance is modeled as the output of a first-order filter which is driven by white noise and whose bandwidth, $\omega_d$, and gain, $K$, are uncertain. An analytical expression for the steady-state output variance as a function of $\omega_d$ is derived: This function is referred to as a $V$-transform, and is denoted by $V(G)(\omega_d)$, where $G(s)$ is the closed-loop transfer function from disturbance to output. Properties of $V$-transforms are investigated and the notions of disturbance gain margin and disturbance bandwidth margin, both measures of robustness with respect to disturbance model uncertainty, are introduced. Using these new tools, it is shown that there is a fundamental robustness performance limitation if the plant has nonminimum-phase zeros, but no such limitation in the minimum-phase case.
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1 INTRODUCTION

1.1 Motivation

The robustness of control system performance with respect to plant model uncertainty has been studied in the control community for decades (e.g., see [1–5] and the references therein). In contrast, robustness of performance with respect to disturbance model uncertainty has received far less attention. Typically, it is assumed that the disturbance belongs to a given class of signals (e.g., signals with bounded amplitude, or signals with bounded energy, or stochastic processes with given power spectral density), and a controller is designed to accommodate in a desirable manner disturbances generated by such a model. The question of what happens if the actual disturbance violates the assumption is, typically, ignored. Consequently, if the disturbance does indeed violate the assumption, unsatisfactory performance may result. An example of such a case is provided in a recent National Transportation Safety Board report which cites an incident on January 7, 1997, in which a jetliner cruising over the Atlantic Ocean encountered unexpected turbulence, resulting in six injured persons (one serious) and minor aircraft damage [6]. Our interpretation of the root cause of this incident is that the encountered turbulence was of a different nature than the turbulence model used in the autopilot design and evaluation.

The main goal of this paper is to introduce measures of performance robustness with respect to disturbance model uncertainty and to use these measures for control systems analysis. “Performance” here refers to the disturbance rejection ability of a controller. The particular issues addressed include the following:

- How does disturbance rejection performance vary with changes in the disturbance model?
- How can disturbance rejection robustness be quantified?
- Are there fundamental limits on disturbance rejection robustness?

The significance of these questions can be illustrated as follows.

Example 1.1 Consider the design of an airplane autopilot for the regulation of the airplane’s vertical velocity in the presence of wind. A very simple model of the airplane, wind, and controller is provided in Fig. 1. The plant is the airplane, modeled as a point mass subject to
atmospheric drag. The plant input is the sum of the net vertical force applied by the plane's lifting surfaces \((u)\) and the force due to the wind \((d)\). The plant output is the plane's vertical velocity \((y)\). The wind disturbance is modeled as the output of a first-order low-pass filter that is driven by standard white noise, that is, Gaussian white noise with unit power spectral density. Suppose that experimental measurements indicate that a "typical" wind disturbance can be described by such a model with a bandwidth of 1 rad/s. In this case the disturbance filter bandwidth, \(\omega_d\), is set to 1 and is regarded as a fixed parameter.

The design objective is to find a controller that decreases the effect of wind disturbances on the output \(y\) by a factor of at least ten when compared with open-loop performance. Assume that wind attenuation is measured by the steady-state variance of \(y\); a calculation indicates that the open-loop steady-state variance is 25, so this specification corresponds to a desired closed-loop steady-state variance of no more than 2.5. Two controllers that satisfy this specification are

\[
C_1(s) = \frac{0.5(s + 2)}{s} \quad \text{and} \quad C_2(s) = 0.86.
\]

The gains have been chosen so that the controllers satisfy the design specification equally well: in both cases, the steady-state variance of \(y\) is 0.49. Therefore, with respect to nominal disturbance rejection, the controllers are equally good.

Suppose now that the wind bandwidth is actually 20% higher than modeled, that is, \(\omega_d = 1.2\) rad/s. The same controllers now result in
significantly different disturbance rejection behavior. The output steady-state variance with $C_1$ in place is 0.64, whereas the output steady-state variance with $C_2$ in place is 0.58. In other words, a 20% increase in wind bandwidth results in a 31% degradation in performance for $C_1$, but only a 18% degradation in performance for $C_2$. This shows that the disturbance robustness properties of $C_1$ and $C_2$ are significantly different. Other calculations confirm this conclusion. For instance, with controller $C_1$ in place, the disturbance bandwidth can increase to 3.7 rad/s before the performance specification is violated. For $C_2$, the equivalent figure is much higher, at 8.9 rad/s. Therefore, with respect to robust disturbance rejection, controller $C_2$ is superior to controller $C_1$. More complete analysis of the disturbance rejection robustness of $C_1$ and $C_2$ is carried out when this example is revisited in Section 6.

1.2 Problem Formulation

The single-input single-output system under consideration is shown in Fig. 2. Transfer function $C$ is the controller and transfer functions $P_1$, $P_2$, and $P_3$ comprise the plant. Signal $r$ is the command reference signal, $u$ is the control signal, $y$ is the output, and $d$ is the disturbance, modeled as the output of the filter $KF$, where $K > 0$ is an uncertain parameter.
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FIGURE 2 System model.
(with nominal value $K^*$) and $F$ is the filter

$$F(s) \triangleq \frac{\omega_d}{s + \omega_d},$$

(1)

where $\omega_d > 0$ is an uncertain parameter (with nominal value $\omega_d^*$). Parameter $\omega_d$ can be interpreted as the disturbance bandwidth, and parameter $K$ determines the low-frequency power spectral density (PSD). Indeed, the PSD of $d$ is

$$S_d(\omega) = |KF(j\omega)|^2 = \frac{K^2\omega_d^2}{\omega^2 + \omega_d^2}.$$  

The performance measure which will be used to evaluate the disturbance rejection ability of a given controller is the steady-state variance of $y$. This performance measure is useful in many engineering applications. For example, there is a relationship between the variance of vertical acceleration and the comfort of passengers in airplanes [7,8] and in automobiles [9–12]. As another example, variance is closely related to the notions of probability of exceedence and residence time, concepts that are important in several fields of study, including aiming control (which includes telescope pointing, missile terminal guidance, robot arm pointing, etc.) [13–18], aircraft gust load analysis [19,20], and ship stabilization in waves [21]. It also turns out that steady-state variance (hereafter just called variance) is easy to compute. Indeed, denote the closed-loop transfer function from $d$ to $y$ in Fig. 2 by $G$:

$$G(s) = \frac{P_3(s)P_2(s)}{1 + P_3(s)P_1(s)C(s)}.$$  

(2)

Then it is a standard result (e.g., see [22]) that, if $GF$ is stable and strictly proper, then the variance of $y$ is

$$\frac{1}{2\pi} \int_{-\infty}^{\infty} |G(j\omega)KF(j\omega)|^2 \, d\omega = K^2 \|GF\|_2^2,$$

(3)

where $\| \cdot \|_2$ is the $\mathcal{H}_2$-norm.

---

1 A rational transfer function is proper if the degree of the numerator is no larger than the degree of the denominator; it is strictly proper if the degree of the numerator is less than the degree of the denominator; it is biproper if the degrees are equal; it is improper if it is not proper.
The assumptions associated with Fig. 2 are collected below. Assumptions 2 and 3 were previously introduced, Assumptions 1 and 4 are made for simplicity, and Assumptions 5 and 6 are introduced, respectively, to ensure well-posedness and to ensure the existence of an internally-stabilizing controller:

**Assumption 1** Transfer functions $P_1$, $P_2$, $P_3$, and $C$ are rational and proper.

**Assumption 2** Disturbance $d$ is the output of the filter $KF$ (where $F(s) = \omega_d/(s + \omega_d)$), which, in turn, is driven by standard white noise. The disturbance is not measurable for control purposes.

**Assumption 3** The output variance is used as a measure of the influence that the disturbance has on the closed-loop system.

**Assumption 4** There is no sensor noise.

**Assumption 5** Transfer function $P_3P_1$ is strictly proper.

**Assumption 6** There are no unstable pole-zero cancelations in $P_3P_1$, and $P_2$ is stable.

The problem is to address, under the above assumptions, the three issues stated earlier. Specifically:

- investigate how the variance of $y$ behaves as a function of $\omega_d$ and $K$,
- quantify disturbance rejection robustness, and
- determine if there are limitations on the achievable performance robustness.

**Remark 1.1** The results in this paper are easily adapted to other forms of the disturbance filter $F$. For example, if the filter is of the form

$$f(\omega_d) = \frac{\omega_d}{s + \omega_d},$$

where $f$ is a known function of $\omega_d$, then the output variance is simply scaled by the factor $f^2(\omega_d)$. One case that has been found to be useful is $f(\omega_d) = \sqrt{2/\omega_d}$: In this specific case, it can be shown (using, for example, Theorem 4.1 given below) that the variance of $d$ is $K^2$ (i.e., it is independent of $\omega_d$).
1.3 Literature Review

The literature review has three components. First, several examples of models representing disturbances of practical importance are given, and the associated model uncertainty is discussed. Second, a brief review of how disturbance model uncertainty is handled in the control literature is given. Lastly, since it is possible to rearrange the system in Fig. 2 so that the disturbance model becomes part of the plant, the relevant literature on plant model uncertainty is summarized.

1.3.1 Instances of Uncertain Disturbance Models

Three instances of random disturbances which have uncertain statistics have been researched, namely, wind turbulence models, water wave models, and road roughness models.

Wind Turbulence Models Wind is obviously a significant disturbance in aircraft control problems, but it also can be significant in automobile, ship, and telescope pointing systems, for example. For simplicity, the discussion here is limited to models of turbulence at altitudes greater than several thousand feet; see [7], [23], or [24] (and the references therein) for discussion on low-altitude turbulence. Similarly, the discussion is limited to continuous turbulence models; see, for example, [7], [19], or [24] for discrete models, that is, models used to represent single large gusts such as those due to buildings, aircraft wakes, or shear layers.

According to [24], experimental data indicates that continuous turbulence takes the form of individual patches. In each patch the turbulence is essentially random, homogeneous (i.e., the statistical properties are the same at every point) and isotropic (i.e., the statistical properties are independent of axis translation, rotation, and reflection). Furthermore, it is usually assumed that the turbulence is stationary and that the turbulence patches are “frozen” in space. These turbulence properties are, of course, idealizations; see [7] for a discussion of deficiencies with the homogeneous and isotropic assumptions and see, for example, [25] for a discussion of nonstationary turbulence models.

It is common to decompose the turbulence velocity vector into three components, corresponding to the longitudinal, lateral, and vertical
directions. Since the three components are handled in essentially the same way and since Ref. [24] indicates that the vertical component is the most important turbulence component at high altitude flight, only the vertical component is considered here. Experimental and theoretical results indicate that wind turbulence spectra roll off as $\omega^{-5/3}$; the so-called Von Kármán spectrum satisfies this property and has become a standard turbulence model. The Von Kármán spectrum for the vertical turbulence velocity component is [20,24,26–28]:

$$S(\omega) = \sigma_w^2 \frac{L}{V} \frac{1 + \frac{8}{3} \left(1.339 L \omega/V\right)^2}{\left[1 + (1.339 L \omega/V)^2\right]^{11/6}}. \quad (5)$$

In this expression, $\sigma_w^2$ is the turbulence variance, $L$ is the so-called turbulence scale, and $V$ is the aircraft airspeed. There is usually not much uncertainty associated with $V$; however, both $\sigma_w$ and $L$ vary with altitude and the characteristics of the turbulence, and, consequently, there is uncertainty as to what the “correct” values are. This uncertainty arises since the parameters must be determined experimentally, and all measurements have errors, but, more significantly, the turbulence characteristics at a given altitude are not invariant. Indeed, in practice $\sigma_w$ is often treated as a random variable whose distribution is dependent on altitude [7,8,19,20]. It is also common to assign a particular value of $\sigma_w$ to each altitude under different degrees of turbulence: Table 9.62 in [24] plots $\sigma_w$ versus altitude in clear air turbulence (with typical values between 4.5 ft/s and 6.5 ft/s in the altitude range 1000–30 000 ft); the same reference advising using 21 ft/s in thunderstorm turbulence for altitudes up to 40 000 ft. In contrast to the treatment of $\sigma_w$, uncertainty in $L$ does not appear to be explicitly considered, even though uncertainty in $L$ is recognized. Indeed, for the Von Kármán model it is recommended that, in both clear air turbulence (for altitudes greater than 2500 ft) and thunderstorm turbulence, $L$ be set to 2500 ft [24], but values of $L$ from as small as 490 ft to as large as 4900 ft have been proposed [7]. As more evidence of the uncertainty in $L$, Ref. [27] goes so far as to assign a probability distribution to $L$; the mean value is in the range 500–700 ft. Moreover, Ref. [20] mentions that $L$ probably varies considerably from patch to patch, and, more significantly, “more often than not, the PSD of a
particular patch of turbulence does not fit the (Von Kármán model) very well for any value of \( L \).” In a discussion about accidents due to turbulence and wind shear, the author of [7] acknowledges that “even something as basic as the ‘correct’ value of the integral scale of atmospheric turbulence eludes us.”

**Water Wave Models** Water waves act as disturbances on every surface-traveling ship, but are also important for submarines traveling near the surface and for fixed sea platforms (e.g., oil drilling rigs). For simplicity, the discussion here is limited to fully developed ocean waves. Furthermore, the effects of swell and wave spreading are also ignored, even though both can be important [29].

Despite appearances at the shoreline, ocean waves are chaotic in the open ocean. Reference [30] includes a variety of photographs showing the wide range of wave systems that occur. Indeed, it was thought early on that modeling such wave systems was not possible, but, to improve the success of amphibious operations in World War II, the first scientific theory of water wave forecasting was developed in 1942–1947 [31,32]. The theory was found to be inadequate, and a new theory based on stochastic processes was developed in the following two decades. An often cited spectrum for open ocean wave amplitudes is the Bretschneider or ITTC (International Towing Tank Conference) 2-parameter spectrum [29]:

\[
S(\omega) = \frac{A}{\omega^5} \exp(-B/\omega^4), \tag{6}
\]

where

\[
A = 487.3 \pi \frac{\bar{H}_1^2}{T_0^3} \quad \text{and} \quad B = \frac{1949}{T_0^4}. \tag{7}
\]

Here, \( T_0 \) is the modal period of the spectrum and \( \bar{H}_1 \) is the characteristic wave height as defined in [29]. (For our purposes, the precise definitions of these quantities are not important.) The variance of the amplitude is completely determined by \( \bar{H}_1 \); for fixed \( \bar{H}_1 \), the spectrum resembles a single hump whose peak value and peak frequency vary with \( T_0 \).

The literature has several variations of spectrum (6). For example, Refs. [33,35] refer to (6) with \( A \) and \( B \) defined in terms of a single
parameter. A generalization of (6) is also mentioned in [33]:

\[ S(\omega) = \frac{A}{\omega^m} \exp(-B/\omega^4). \]

Here, \( m \) is an integer to be chosen based on "the experience and judgment of engineers" and the constants \( A \) and \( B \) are now complicated expressions, omitted for brevity. Finally, Ref. [33] cites a paper which describes a detailed six-parameter ocean wave spectrum.

The spectra mentioned above apply to stationary objects in the water. For moving objects (e.g., ships), it is necessary to modify the spectrum, or, equivalently, to modify the frequency \( \omega \). As shown in [29,34], the frequency encountered by a ship moving at speed \( V \) and angle of encounter \( \mu \) is

\[ \omega_e = \omega - \frac{\omega^2 V}{g} \cos(\mu), \]

assuming deep water. Both references describe how to determine the wave spectra in terms of \( \omega_e \).

Even under the simplifying assumptions above, there is considerable uncertainty in the wave spectra:

- Since several different spectra have been proposed in the literature, and there is not a consensus as to which one is "correct," it is reasonable to conclude that the statistics of ocean waves are variable. Therefore, there is uncertainty as to whether any particular spectrum (computed based on data from a particular location and a particular time) is suitable for another location or another time.

- The determination of the spectrum parameters (e.g., \( A \) and \( B \)) is ultimately based on experimental data, and all experimental measurements involve uncertainty. Measuring wave characteristics is particularly difficult [29,36]. There is also measurement error associated with finding \( V \) and \( \mu \) to determine the encountered spectrum.

Perhaps even more significant than the above sources of uncertainty, the underlying assumptions add uncertainty:

- In the presence of swell, the wave spectrum can change dramatically. Reference [33] states that there are essentially no models of swell because observational data is so scarce.
• Wave spreading has been ignored above (as is often done in the literature) even though almost all open ocean waves do, in fact, exhibit wave spreading (i.e., they are “short-crested”) [29]. Unlike swell, it is at least possible to (partially) compensate for wave spreading by appropriate modification of the spectrum [29,33], but the study of short-crested waves is a current research area.

• The spectra change significantly in shallow water or in limited-fetch (coastal) areas. References [29,33,34] discuss these issues.

• Nonlinear and nonstationary effects have been ignored. However, there is evidence that nonlinear effects play a significant role [33,36].

Road Roughness Models The roughness of roads is important because it affects ride quality, rate of road deterioration, and vehicle operating cost [11,37]. It is argued in [38] that road roughness is also a major variable in the economic evaluation of highway systems and [39] uses cost data to conclude that “reducing vehicle operating costs by even a fraction of a percent will do more to reduce the total transportation costs than anything that can be done to reduce the cost of constructing or maintaining pavements.” To reduce vehicle operating costs, the roads can be made smoother or the vehicles can be designed to better handle the roughness. In the latter case, modifying suspension systems (passively or actively) is the most obvious way of improving vehicle tolerance to rough roads and, simultaneously, improving ride comfort. The authors of [40] argue that a good road roughness model is needed for theoretical analysis and design purposes, and they conclude that the major source of error in predicting ride quality is an inadequate description of road roughness.

Several assumptions about road roughness are usually made for simplicity. Generally, models are based on continuous road roughness, that is, they exclude occasional large irregularities such as potholes. It is also usually assumed that the road surface is two-dimensional (i.e., the left and right side of the car experience the same bumps); Ref. [41] considers a full three-dimensional model and shows that typical road surfaces can indeed be considered to be realizations of homogeneous and isotropic two-dimensional Gaussian random processes. Usually other types of forces (e.g., braking or turning forces, wind gusts) are ignored when considering road roughness; Ref. [9] states that road roughness is the most relevant type of force for ride studies, so ignoring these other forces is reasonable.
Several references indicate that it is important to have an accurate road profile model. For instance, the author of [10] states that the “dynamical interaction between the road and vehicle changes drastically depending on road surface and vehicle velocity.” As another example, the authors of [40] show by comparing experimental and theoretical data that “the major source of error in predicting ride quality will come from an inadequate description of roadway roughness.” (They are referring in particular to the inadequacies of spectrum (8), given below.)

There are several road roughness spectra in the literature. The following spectra are for road displacement:

- The simplest, and probably the most commonly used, spectrum has the form

\[ S(\omega) = \frac{c V}{\omega^2}, \quad (8) \]

where \( c \) is a constant called the road roughness coefficient, roughness parameter, or roughness constant, and where \( V \) is the vehicle’s speed. The value of \( c \) varies by several orders of magnitude depending on the road conditions [9,40]. The authors of [40] carried out experimental studies and concluded that model (8) is inadequate for road roughness spectra unless the frequency range of concern is very limited. Other presentations of experimental data (e.g., [41,42]) also show that the constant \(-2\) slope is not very accurate for some road surfaces.

- A generalization of (8) often mentioned (e.g., see [9]) is

\[ S(\omega) = \frac{c V^{n-1}}{\omega^n}, \quad (9) \]

where \( n > 0 \) is a second parameter usually close to 2. The author of [9] states that (9) (and therefore, (8)) is not always a good approximation; he includes several experimental spectra as evidence.

- An even more general form of (8) mentioned in [40,41,43,44] is

\[ S(\omega) = \begin{cases} (\alpha/V)(\omega_0/\omega)^{n_1} & \text{if } \omega < \omega_0, \\ (\alpha/V)(\omega_0/\omega)^{n_2} & \text{if } \omega \geq \omega_0, \end{cases} \quad (10) \]
where $\alpha$, $n_1$, and $n_2$ depend on the properties of the road; the particular values vary significantly with road conditions [41,43,44]. Generally, $\omega_0$ is set to $V$ for all road surfaces [41], i.e., the corresponding “spatial frequency” is assumed to be $1 \text{ rad/m}$.

- A third generalization of (8) has the form [43]

$$S(\omega) = \frac{cV}{\omega^2} \left(1 + \frac{\Omega_0^2 V^2}{\omega^2}\right), \quad (11)$$

where $c$ is the road roughness coefficient and $\Omega_0$ is the cutoff frequency. The reference suggests using $\Omega_0 = 0.16(2\pi) \text{ rad/m}$ for bituminous roads and $\Omega_0 = 0.07(2\pi) \text{ rad/m}$ for portland cement concrete roads.

- Reference [45] uses the following spectrum:

$$S(\omega) = \sigma^2 \frac{2aV}{\omega^2 + a^2 V^2}, \quad (12)$$

where $\sigma^2$ is the variance of the road irregularities and $a$ is a coefficient dependent on the type of road surface.

- In many of the references, small peaks are evident in the experimentally determined spectra, but none of the spectra given above include such peaks. (These peaks are especially significant for terrain road surfaces, as opposed to smooth roads.) The spectrum given in [10] does include these peaks, but is, consequently, fairly complicated. It is given by

$$S(\omega) = \sigma_1^2 \frac{2\alpha_1 V}{\omega^2 + \alpha_1^2 V^2} + \sigma_2^2 \frac{2\alpha_2 V(\omega^2 + \alpha_2^2 V^2 + \beta^2 V^2)}{(\omega^2 + \alpha_2^2 V^2 - \beta^2 V^2)^2 + 4\alpha_2^2 \beta^2 V^4}, \quad (13)$$

where $\alpha_1$, $\alpha_2$, $\beta$, $\sigma_1$, and $\sigma_2$ are tabulated in [10] according to the surface type (asphalt, paved, or dirt).

Based on the collection of models given above, it can be concluded that road roughness models vary greatly. Therefore, no single fixed spectrum is suitable for all road surfaces. Moreover, even for a specific type of surface (e.g., asphalt), the models differ, especially at low frequencies.
It follows that, even for a fixed surface type, the road roughness spectra are uncertain. Note that, conceptually, road roughness is very similar to wind turbulence (under the frozen patch assumption). Also note that road roughness is an issue for not only vehicles, but also for aircraft [46] and, slightly modified, for trains [47,48].

1.3.2 Disturbance Model Uncertainty in the Control Literature

In the control literature, it is common to model random disturbances as filtered white noise where the filter is a rational transfer function. The disturbance filters used are often very simple. For example, it is common to use a simple gain, i.e., to model the disturbance as white noise. Although white noise is a purely mathematical artifact, this approach can often be justified because the designer is not using the disturbance filter to model a true disturbance, but, rather, as a “tuning knob” for the design process. In cases where an attempt is made to model a real disturbance, first-order filters are often used; such simple filters are used instead of more detailed models since the PSD of the disturbance is “rarely known precisely” [49]. However, there are cases where second or higher-order filters are used. For example, it is common to approximate the irrational Von Kármán turbulence spectrum (5) by the so-called Dryden spectrum [24,28]

\[ S(\omega) = \sigma_w^2 \frac{L}{V} \frac{1 + 3(L\omega/V)^2}{[1 + (L\omega/V)^2]^2}, \]

which can be generated by passing white noise through a second-order filter. Other higher-order rational approximations to the Von Kármán spectrum exist [20]. Examples of high-order rational approximations to ocean wave spectra are found in [50,51].

It appears that uncertainty in disturbance (or noise) filters is not considered in the control literature very often. However, there are several relevant threads of research:

- In [52] it is recognized that disturbance model uncertainty is a significant issue when dealing with the problem of state estimation under process and measurement noise. The authors study cases where the PSD of one of the noise sources is uncertain and where the other is white noise with known PSD. In the scalar-state case,
the authors also mention the *spectral band noise model*, in which the PSD of the fixed-power noise signal is assumed to lie between known lower and upper bounds. However, in the multivariable-state case, they constrain themselves to white noise with uncertain PSD matrices. The approach of the paper is to optimize the worst-case mean-square error by forming a minimax optimization problem. Earlier state estimation papers of a similar nature include [53–56].

- There are several studies of the LQG problem under disturbance and noise model uncertainty [57–60]. However, in all cases, the noise sources are assumed to be white with uncertainty only in the magnitude of the PSD.

- In [61–64], problems where the covariance sequence of the disturbance belongs to a prespecified set are considered. For both control and filtering problems, the author develops minimax design procedures, although the tools used are completely different than the minimax schemes used in the previously cited references.

- The use of *bounding filters* is an alternative strategy for treating estimation problems with uncertain plant state-space matrices and uncertain noise statistics [65–67]. The idea is to design for a spectrum that bounds the possible noise spectra. As discussed in [54], this simple approach can be useful, but it also can lead to conservative designs and, moreover, it is not applicable if the noise spectra cannot be bounded. Reference [68] uses a bounding approach in an optimal control problem.

- One of the original motivating factors of $\mathcal{H}_\infty$-theory was the observation that quadratic-norm methods generally ignore uncertainty in disturbance power spectra [69,70]. $\mathcal{H}_\infty$-theory accounts for disturbance power spectrum uncertainty in a minimax sense; however, the method can be very conservative since, effectively, no information other than the disturbance power is used.

- Several papers that deal with the notion of uncertain disturbance models in a *nonstochastic* framework have been found. For example, Ref. [71] considers the effect of nonperiodic disturbances on repetitive control systems, that is, systems where it is assumed that the disturbances are periodic.

Most of the above papers take a minimax approach to design, that is, the authors essentially assume conditions that ensure the existence of a
worst-case disturbance, then they design for that disturbance. Alternatively, an adaptive approach is possible (e.g., see [72,73]). The authors of [73] discuss in fairly general terms how parameter uncertainty (in both the plant and disturbance models) can be accommodated by having the controller adapt to the changing parameters. Paper [74] cites several references that discuss the advantages and disadvantages of minimax and adaptive schemes. Since the focus of this paper is on robust disturbance rejection, adaptive disturbance rejection will not be considered further.

1.3.3 Treating Disturbance Model Uncertainty as Plant Model Uncertainty

In the feedback structure of Fig. 2, there is a clear distinction between plant and disturbance models, and, therefore, a clear distinction between plant and disturbance model uncertainty. A recent trend is to combine the plant and disturbance models (along with any performance weights) into a single generalized plant. This is the approach taken in $\mathcal{H}_2$, $\mathcal{H}_\infty$, and $\mu$ synthesis techniques (e.g., see [3,5,75]). The question arises as to whether the vast literature on $\mathcal{H}_2$, $\mathcal{H}_\infty$, and $\mu$ techniques applies to our problem. Since the uncertainties in question are parametric and the performance measure is computed by a $\mathcal{H}_2$-norm, only the $\mathcal{H}_2$-literature that deals with parametric uncertainty in the generalized plant is relevant. Because the $\mathcal{H}_2$-problem can be posed as an LQG problem [76], this includes any LQG literature that deals with parametric plant uncertainty. This literature can be roughly classified according to the method of treatment of the uncertain parameters, and includes the random variable approach (e.g., [77–79]), the minimax approach (e.g., [79,80]), the artificial multiplicative noise approach [81], the “parameter robust LQG” approach [82,83], and the “guaranteed cost control” approach (e.g., [84–86]).

Intuitively, the problem of parameter uncertainty in the disturbance model is much simpler than the problem of parameter uncertainty in the (nongeneralized) plant model. Indeed, it is impossible for any variation of the disturbance filter to affect any loop characteristic, including stability. (This is not true if adaptive disturbance rejection is used or if the disturbance is measurable, however.) Thus, one expects that treatment of parameter uncertainty in the disturbance model alone
should be easier than the treatment of parameter uncertainty in the
geneneralized plant, and, therefore, there should be no need to invoke the
rather complicated mathematical machinery required for the latter.
Because of this, and since it is not immediately evident that any of the
methods described in the above references can solve our problem,²
none of the material presented in this paper relies on the above
references.

1.4 Paper Outline

In Section 2 we introduce the basic tool that is used to investigate how
the variance of $y$ behaves as a function of the disturbance bandwidth,
$\omega_d$. We call this tool the $V$-transform. In Section 3, quantitative
measures of disturbance rejection robustness are defined in terms of
$V$-transforms; they are similar to phase margin and gain margin, the
classical measures of stability robustness. Section 4 then investigates
mathematical properties of $V$-transforms. For example, it is shown that
the variance of $y$ is a rational function of $\omega_d$ whose “state-space
realization” has the same poles as those of the closed-loop system.
Other properties studied include the continuity, convexity, monotonicity,
and asymptotic behavior of the $V$-transform. In Section 5, we
consider the problem of designing a controller to achieve a given level
of disturbance rejection robustness, as measured by the $V$-transform. It
is shown that there is a limitation on disturbance rejection robustness in
the nonminimum-phase case, but no such limitation in the minimum-
phase case. Finally, Section 6 presents two simple examples, and
Section 7 concludes the paper. All proofs are given in the Appendix.

2 THE $V$-TRANSFORM

Denote by $\mathcal{RH}_\infty$ and $\mathcal{RH}_2$ the set of stable rational transfer functions
that are, respectively, proper and strictly proper. (Every transfer
function in $\mathcal{RH}_\infty$ has finite $\mathcal{H}_\infty$-norm, and every transfer function in

²For example, no references could be found that address the basic issue of determining
how the performance index varies with the uncertain parameters.
$RH_2$ has finite $H_2$-norm [5]. Also introduce the following notation: for scalar $q$ (real or complex) and matrices $A, B, C, D$ of appropriate dimensions, define

$$
\begin{bmatrix}
A & B \\
C & D
\end{bmatrix}(q) \triangleq D + C(qI - A)^{-1}B.
$$

Lastly, denote by $R_+$ the set of nonnegative real numbers. Then the $V$-transform is defined as follows:

**Definition 2.1** Let $G$ be an element of $RH_\infty$ and let $F$ be the filter $\omega_d/(s + \omega_d)$. The $V$-transform of $G$, denoted $V(G)$, is the function mapping $R_+$ into itself defined by

$$V(G)(\omega_d) = \|GF\|_2^2.$$

In other words, $V(G)(\omega_d)$ is the variance of $y$, explicitly as a function of $\omega_d$, when $K = 1$. For general $K$, the output variance is $V(KG)(\omega_d) = K^2V(G)(\omega_d)$. This relationship is shown pictorially in Fig. 3.

The “$V$” in $V$-transform stands for “variance”; this is appropriate since $V(G)(\omega_d)$ has an interpretation as variance for each $\omega_d$. The word “transform” is also appropriate since $V(G)$ transforms $G$, a function of $s$, into a function of $\omega_d$. Indeed, $V(G)$ is formed by integrating $|G(j\omega)|^2$, weighted by a rational kernel:

$$V(G)(\omega_d) = \|GF\|_2^2 = \frac{1}{\pi} \int_0^\infty |G(j\omega)|^2 \frac{\omega_d^2}{\omega^2 + \omega_d^2} d\omega.$$

This has a similar structure to other transforms, such as the Laplace transform (except the Laplace transform is based on a transcendental kernel). The mathematical properties of $V$-transforms are explored in Section 4.

![Diagram](image)

**Figure 3** Relationship between $G$ and $V(G)$. 

standard white noise $\xrightarrow{KF} d \xrightarrow{G} y$ variance of $y = K^2 \cdot V(G)(\omega_d)$
Note that $V(G)$ is a global transformation of $G$ in the sense that the computation of $V(G)(\omega_d)$ requires knowledge of $|G(j\omega)|$ for all $\omega \in \mathcal{R}_+$. It is therefore not surprising that it can be difficult to make conclusions about the robustness of closed-loop disturbance rejection by examining only the Bode plot of $G$, as the following example illustrates.

Example 2.1 Consider the system in Fig. 2 with

$$K = 1, \quad P_1(s) = 1, \quad P_2(s) = 1, \quad P_3(s) = \frac{1}{(s+1)^3}.$$ 

It can be verified that the proportional controller $C(s) = k$ internally stabilizes the system for $-1 < k < 8$. Consider three particular controllers:

$$C_1(s) = 1, \quad C_2(s) = 4, \quad C_3(s) = 7.25.$$ 

The corresponding closed-loop transfer functions from $d$ to $y$ are

$$G_1(s) = \frac{1}{s^3 + 3s^2 + 3s + 2}, \quad G_2(s) = \frac{1}{s^3 + 3s^2 + 3s + 5},$$

$$G_3(s) = \frac{1}{s^3 + 3s^2 + 3s + 8.25}.$$ 

The Bode magnitude plots of $G_1$, $G_2$, and $G_3$ are shown in Fig. 4. (The phase plots are not included since the variance is completely determined by the magnitude of $G$.) The frequency axis has been partitioned into four regions, denoted R1, R2, R3, and R4 in the figure. The relative ability of the controllers to reject particular frequency components of disturbance $d$ depends on which region the frequency component is in. Table I summarizes the results. Observe that controller $C_3$ is the best of the three controllers at rejecting frequencies in regions R1 and R2 (corresponding to frequencies less than 1.3 rad/s); hence, a reasonable hypothesis is that for low $\omega_d$ (i.e., when $d$ has low bandwidth), controller $C_3$ results in the lowest variance. Unfortunately, it is difficult to predict anything more than this based solely on the Bode plots.
FIGURE 4 Bode magnitude plots of $G_1$, $G_2$, and $G_3$ in Example 2.1. The relative ability of the controllers to reject a particular frequency component of the disturbance depends on which region the frequency is in.

TABLE I Comparison of the relative abilities of the three controllers in Example 2.1 to reject a single frequency component of disturbance $d$

<table>
<thead>
<tr>
<th></th>
<th>Frequency region R1</th>
<th>Frequency region R2</th>
<th>Frequency region R3</th>
<th>Frequency region R4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Best controller</td>
<td>$C_3$</td>
<td>$C_3$</td>
<td>$C_1$</td>
<td>$C_1$</td>
</tr>
<tr>
<td>Middle controller</td>
<td>$C_2$</td>
<td>$C_1$</td>
<td>$C_3$</td>
<td>$C_2$</td>
</tr>
<tr>
<td>Worst controller</td>
<td>$C_1$</td>
<td>$C_2$</td>
<td>$C_2$</td>
<td>$C_3$</td>
</tr>
</tbody>
</table>

To determine precisely how the controllers compare with respect to $\omega_d$, Fig. 5 shows $V(G_1)$, $V(G_2)$, and $V(G_3)$;\(^3\) for clarity the horizontal scale is logarithmic. The relative performance of the three controllers differs in each of the regions marked R1', R2', and R3' in the figure. Table II summarizes the results, and Fig. 6 shows regions R1', R2', and R3' superimposed on the Bode magnitude plots from Fig. 4. As hypothesized earlier, controller $C_3$ is the best of the three controllers for low $\omega_d$, but only in region R1', corresponding to $\omega_d < 0.23 \text{ rad/s}$. For

\(^3\) All $V$-transforms are computed using Theorem 4.1.
$V$-transforms of $G_1$, $G_2$, and $G_3$ in Example 2.1. The relative performance of the three controllers at rejecting disturbances depends on which region the disturbance bandwidth is in.

<table>
<thead>
<tr>
<th>$\omega_d$ region</th>
<th>$R1'$</th>
<th>$R2'$</th>
<th>$R3'$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Best controller</td>
<td>$C_3$</td>
<td>$C_2$</td>
<td>$C_2$</td>
</tr>
<tr>
<td>Middle controller</td>
<td>$C_2$</td>
<td>$C_3$</td>
<td>$C_1$</td>
</tr>
<tr>
<td>Worst controller</td>
<td>$C_1$</td>
<td>$C_1$</td>
<td>$C_3$</td>
</tr>
</tbody>
</table>

$\omega_d > 0.23$ rad/s, controller $C_2$ is the best. Controller $C_1$ is never the best controller from the viewpoint of output variance. It is claimed that, without explicit use of the $V$-transform, such conclusions could not be drawn.

This section is concluded with some observations:

- Example 2.1 shows that the examination of the Bode plot of $G$ may be insufficient to draw conclusions about the disturbance rejection robustness capabilities of a controller. Since the loop gain $L \triangleq P_3P_1C$ includes no information about $P_2$ or the location of where the disturbance is injected, it is reasonable to expect that
examination of the Bode plot of $L$ will be even less useful than the examination of the Bode plot of $G$.

- A key issue in comparing $V$-transforms is whether or not the $V$-transforms cross (since the controller which is superior on one side of the crossing is necessarily inferior on the other side). It is easy to show that if the Bode magnitude plots of $G_1$ and $G_2$ (corresponding to two different controllers) do not cross, then $V(G_1)$ and $V(G_2)$ do not cross either; however, if the Bode magnitude plots of $G_1$ and $G_2$ do cross, then it cannot be concluded whether or not $V(G_1)$ and $V(G_2)$ cross.

- The “$G$” in the expression $V(G)$ need not arise from (2); indeed, $V(G)$ is well defined and meaningful for any stable transfer function $G$. In particular, the variance of any signal (or filtered version thereof) in Fig. 2, not just that of $y$, can be expressed in terms of $V$-transforms. Similarly, the robustness margins defined in the next section apply to any signal. It is only for simplicity that the focus of the paper rests only on the variance of signal $y$. 

FIGURE 6 Bode magnitude plots of $G_1$, $G_2$, and $G_3$ in Example 2.1. The relative performance of the controllers at rejecting disturbances depends on which region the disturbance bandwidth is in. In particular, controller $C_3$ is the best at rejecting disturbances if the disturbance bandwidth is in region R1', and controller $C_2$ is the best otherwise.
3 ROBUSTNESS MARGINS

Let \( \gamma > 0 \) denote the threshold of the variance of \( y \) that determines acceptable performance. Assume that

\[
V(K^*G)(\omega_d^*) < \gamma,
\]

that is, nominal performance is achieved. It is natural to ask how much \( K \) and \( \omega_d \) can vary from their nominal values before (if ever) performance becomes unacceptable. The following scalars are measures of robustness with respect to these types of variations:

- Define the \textit{disturbance gain margin} (DGM\( _\gamma \)) to be the largest increase in \( K \) (as a multiple of its nominal value) that can be tolerated until performance becomes unacceptable:

\[
DGM\_\gamma \triangleq \sqrt{\frac{\gamma}{V(K^*G)(\omega_d^*)}}.
\]

- Define the \textit{disturbance bandwidth margin} (DBM\( _\gamma \)) as the largest increase in \( \omega_d \) (as a multiple of its nominal value) that can be tolerated until performance becomes unacceptable:

\[
DBM\_\gamma \triangleq \sup \left\{ \frac{\bar{\omega}_d}{\omega_d^*} : \bar{\omega}_d \geq \omega_d^* \text{ and } \forall \omega_d \in [\omega_d^*, \bar{\omega}_d], \ V(K^*G)(\omega_d) \leq \gamma \right\}.
\]

(For convenience define the supremum of an unbounded set of positive real numbers to be infinity.)

The concepts of disturbance gain margin and disturbance bandwidth margin appear to be new. The following example illustrates that DGM\( _\gamma \) and DBM\( _\gamma \) are easily determined graphically; the example also shows that DGM\( _\gamma \) and DBM\( _\gamma \) are independent of several classical measures of merit.

\textit{Example 3.1} Consider the system in Fig. 2 with

\[
P_1(s) = 1, \ P_2(s) = 1, \ P_3(s) = 1/s, \ K^* = 1, \ \omega_d^* = 2 \text{ rad/s}, \ \gamma = 0.4,
\]
and consider the following two internally stabilizing controllers:

\[ C_1(s) = \frac{s/100 + 1}{s/10 + 1} \quad \text{and} \quad C_2(s) = \frac{(s/15 + 1)^2}{(s/100 + 1)^2}. \]

The controllers have very similar gain margins (both infinite), phase margins (85° and 96°, respectively), gain cross-over frequencies (0.995 rad/s and 1.004 rad/s, respectively), and low-frequency reference tracking characteristics (see Fig. 7). Indeed, the loop gain Bode plots are essentially the same up to 1 rad/s (see Fig. 8). It follows that neither controller is superior than the other at rejection of low-frequency components of the disturbance, and one might therefore conjecture that, as measured by variance, the rejection properties of the two controllers are essentially the same. However, inspection of the \( V \)-transforms (see Fig. 9) reveals that the robustness properties with respect to uncertainty in \( K \) and \( \omega_d \) are actually quite different. Indeed, the previously defined robustness margins are, for \( C_1 \),

\[ \text{DGM}_\gamma = \sqrt{\frac{0.4}{0.356}} = 1.06 \quad \text{and} \quad \text{DBM}_\gamma = \frac{2.90}{2.0} = 1.45, \]

FIGURE 7 Tracking behavior for \( C_1 \) (solid) and \( C_2 \) (dashed) in Example 3.1. The dotted curve is the reference signal.
FIGURE 8  Bode plots of the loop gain for $C_1$ (solid) and $C_2$ (dashed) in Example 3.1.

FIGURE 9  $V$-transforms for $C_1$ (solid) and $C_2$ (dashed) in Example 3.1.
and, for $C_2$,

$$\text{DGM}_\gamma = \frac{0.4}{0.311} = 1.13 \quad \text{and} \quad \text{DBM}_\gamma = \frac{7.25}{2.0} = 3.63.$$ 

(The numbers in these equations are all taken from Fig. 9.) The conclusion is that $C_2$ has superior disturbance rejection robustness than that of $C_1$.

**Remark 3.1** It is well known that stability gain and phase margins do not always capture the system’s true stability robustness. (See [5] for examples of contrived systems with good gain and phase margins, but poor stability robustness.) Similarly, the disturbance gain and bandwidth margins are not always a good measure of a system’s disturbance rejection robustness. Examples can be constructed where DBM$_\gamma$ is infinite, yet a slight perturbation in the $V$-transform causes DBM$_\gamma$ to become finite. Similarly, it is possible that DGM$_\gamma$ changes significantly (although it is always finite) by a slight system perturbation. In each case, the examples are contrived, and it has been found that, typically, DGM$_\gamma$ and DBM$_\gamma$ appear to be good robustness measures.

## 4 $V$-TRANSFORM PROPERTIES

Two types of properties of $V(G)(\omega_d)$ are described, namely, properties that arise by treating $\omega_d$ as an independent variable (for fixed $G$), and those that arise by treating $G$ as an independent variable.

### 4.1 Properties of $V(G)(\omega_d)$ as a Function of $\omega_d$

#### 4.1.1 $V$-Transform Realizations

The theorem in this subsection states that $V(G)(\omega_d)$ is a rational function of $\omega_d$, and it presents two realizations of $V(G)$ in terms of a realization of $G$. The following lemma, used in the proof of the theorem, gives a standard way to compute $\mathcal{H}_2$-norms [5]:

**Lemma 4.1** Given $M \in \mathcal{RH}_2$ with realization

$$\begin{bmatrix} \hat{A} & \hat{B} \\ \hat{C} & 0 \end{bmatrix}(s),$$
let $\bar{L}$ denote the observability Grammian of $(\bar{C}, \bar{A})$, that is, $\bar{L}$ is the unique solution of the Lyapunov equation $\bar{A}^T \bar{L} + \bar{L} \bar{A} + \bar{C}^T \bar{C} = 0$. Then $\|M\|_2^2 = \bar{B}^T \bar{L} \bar{B}$.

Note that solving the Lyapunov equation for $\bar{L}$ is a standard linear computation, easily performed, for example, by MATLAB.

**Theorem 4.1** Given $G \in \mathcal{RH}_\infty$ with realization

\[
\begin{bmatrix}
A \\
C \\
B \\
D
\end{bmatrix}(s),
\]

let $L_\infty$ be the observability Grammian of $(C, A)$. Define

\[
\bar{A} = \begin{bmatrix}
A^{-1} & 0 \\
0 & 0
\end{bmatrix}, \quad \bar{B} = \begin{bmatrix}
A^{-1} B \\
\frac{1}{2} D^2
\end{bmatrix}, \quad \bar{C} = \begin{bmatrix}
-(B^T L_\infty + DC) & 1
\end{bmatrix},
\]

\[
\bar{A} = A, \quad \bar{B} = B, \quad \bar{C} = (B^T L_\infty + DC) A, \quad \bar{D} = (B^T L_\infty + DC) B.
\]

Then two realizations of $V(G)$ are

\[
V(G)(\omega_d) = \begin{bmatrix}
\bar{A} \\
\bar{C} \\
\bar{B} \\
0
\end{bmatrix} \begin{bmatrix}
1 \\
\omega_d
\end{bmatrix}
\]

and

\[
V(G)(\omega_d) = \begin{bmatrix}
\bar{A} \\
\bar{C} \\
\bar{B} \\
\bar{D}
\end{bmatrix}(\omega_d) + \frac{1}{2} \omega_d D^2.
\]

**Corollary 4.1** If $D = 0$ in Theorem 4.1, that is, if $G$ is strictly proper, then realizations (14) and (15) simplify to

\[
\begin{bmatrix}
A^{-1} & A^{-1} B \\
-B^T L_\infty & 0
\end{bmatrix} \begin{bmatrix}
1 \\
\omega_d
\end{bmatrix} \quad \text{and} \quad \begin{bmatrix}
A \\
B^T L_\infty A \\
B^T L_\infty B
\end{bmatrix}(\omega_d).
\]

**Remark 4.1** If realization (15) is interpreted as a dynamical system (in $\omega_d$ instead of $s$), then the “poles” of $V(G)$ are seen to be the same as the poles of $G$. Why the dynamics of $G$ and the “dynamics” of $V(G)$ coincide is not clear. Furthermore, it is not clear how the “zeros” of $V(G)$ are related to $G$, or even what it means to interpret (15) as a dynamical system.
Remark 4.2  The fact that $V(G)$ is rational in $\omega_d$ also follows from [87], where it is shown that the square of the $H_2$-norm of
\[
\begin{bmatrix}
A(q) & B(q) \\
C(q) & 0
\end{bmatrix}(s)
\]
is rational if $A(q)$, $B(q)$, and $C(q)$ are affine functions of $q$. (The fact that the state-space matrices of $G(s)F(s)$ are affine in $\omega_d$ is apparent from Eq. (34) in the Appendix.)

4.1.2 Analyticity of $V(G)$

It is not unexpected that $V(G)(\omega_d)$ is an analytic function of $\omega_d$:

**Theorem 4.2**  For all $G \in \mathcal{RH}_\infty$, $V(G)$ is an analytic function of $\omega_d \in \mathcal{R}_+$. If
\[
\begin{bmatrix}
A & B \\
C & D
\end{bmatrix}(s)
\]
is a realization of $G$ and if $\bar{A}$, $\bar{B}$, and $\bar{C}$ are defined as in Theorem 4.1, then
\[
\frac{d}{d\omega_d} V(G)(\omega_d) = -\bar{C}(\omega_d I - \bar{A})^{-2} \bar{B} + \frac{1}{2} D^2,
\]
and, for all integers $m \geq 2$,
\[
\frac{d^m}{d\omega_d^m} V(G)(\omega_d) = (-1)^m m! \bar{C}(\omega_d I - \bar{A})^{-(m+1)} \bar{B}.
\]

4.1.3 Initial and Final Values

**Theorem 4.3**  For all $G \in \mathcal{RH}_\infty$, $V(G)$ satisfies the following:

- $V(G)(0) = 0$.
- $dV(G)(0)/d\omega_d = G(0)^2/2$.
- If $G$ is not identically zero then $V(G)$ is a strictly increasing function of $\omega_d \in \mathcal{R}_+$.
- Let
\[
\begin{bmatrix}
A & B \\
C & D
\end{bmatrix}(s)
\]
be a realization of $G$, and let $L_o$ be the corresponding observability Grammian. Then, as $\omega_d \to \infty$, $V(G)(\omega_d)$ approaches

$$B^T L_o B + DCB + \frac{1}{2} \omega_d D^2.$$ (16)

Theorem 4.3 has a natural interpretation in terms of variance. Recall that $V(G)(\omega_d)$ is the variance of the output of the filter $GF$ when $GF$ is driven by standard white noise. The first property in Theorem 4.3 simply says that the output variance is zero when the filter $F$ has zero bandwidth, an obvious result. The second result states that, as $\omega_d$ is increased from zero, the rate of increase of variance is proportional to the square of the DC gain of $G$. In other words, for very small $\omega_d$, the higher the DC gain of $G$, the more sensitive the output variance is to changes in $\omega_d$. The third property states that, as $\omega_d$ increases, the output variance increases; this is expected since increasing $\omega_d$ corresponds to increasing the bandwidth of $F$. The last property in Theorem 4.3 is best considered in two cases: First, if $G$ is strictly proper, i.e., $D = 0$, then Theorem 4.3 indicates that $V(G)(\omega_d) \to B^T L_o B = \|G\|_2^2$. This is expected since, as $\omega_d \to \infty$, $F$ tends to a unity gain filter, so the noise is filtered only by $G$. On the other hand, if $G$ is biproper, i.e., $D \neq 0$, then Theorem 4.3 indicates that $V(G)(\omega_d)$ is unbounded, and that it approaches the asymptote given in (16). Since $G$ is biproper, it can be decomposed into the parallel connection of a low-pass filter (i.e., $C(sI - A)^{-1} B$) and a nonzero constant gain (i.e., $D$). The noise that is processed by the low-pass filter makes a bounded contribution to the output variance, but the noise that is “filtered” by the constant gain makes a contribution to the output variance that is proportional to $\omega_d$.

4.1.4 Invertibility

The above results immediately lead to the following:

**Theorem 4.4** For every $G \in \mathcal{RH}_\infty$, the inverse function $[V(G)]^{-1}$ is well defined. If $G \in \mathcal{RH}_2$, then the domain of $[V(G)]^{-1}$ is $[0, \|G\|_2^2]$; otherwise, the domain is $[0, \infty)$.

Note that it is generally not possible to give a closed-form expression for $[V(G)]^{-1}$ since the required computation involves finding the roots of a polynomial whose order equals the number of poles of $G$. 
Remark 4.3  An equivalent definition of DBM\(_\gamma\) (see Section 3) is

\[
DBM_{\gamma} = \begin{cases} 
    [V(G)]^{-1}(\gamma)/\omega_d^* & \text{if } G \in \mathcal{RH}_\infty - \mathcal{RH}_2 \text{ OR}, \\
    \|G\|_2^2 > \gamma, & \text{if } G \in \mathcal{RH}_2 \text{ and } \|G\|_2^2 > \gamma, \\
    \infty & \text{if } G \in \mathcal{RH}_2 \text{ and } \|G\|_2^2 \leq \gamma.
\end{cases}
\]

4.2 Properties of \(V(G)(\omega_d)\) as a Function of \(G\)

4.2.1 Scaling

A simple result is that the \(V\)-transform is homogeneous of degree two:

**Theorem 4.5**  For all \(G \in \mathcal{RH}_\infty\) and for all \(\alpha \in \mathcal{R}\), \(V(\alpha G) = \alpha^2 V(G)\).

**Remark 4.4**  If \(F\) has the form of (4), then it follows from Theorem 4.5 that the output variance, as a function of \(\omega_d\), is \(f^2(\omega_d) \cdot V(G)(\omega_d)\). Theorem 4.1 can still be applied to give an analytical expression for the output variance in this case; however, many of the other properties in this section need to be modified (e.g., the variance may not be a strictly increasing function of \(\omega_d\)).

4.2.2 Continuity

The theorem below shows, in two senses, that \(V(G)\) is a continuous transformation of \(G\). Since there is always uncertainty in \(G\) (due to both modeling uncertainty and numerical approximations), continuity of the \(V\)-transform is a necessary condition for the \(V\)-transform to be practically useful. In other words, if arbitrarily small changes in \(G\) could lead to large changes in \(V(G)\), the usefulness of the \(V\)-transform (and, more fundamentally, the usefulness of variance as a performance measure) would be severely limited.

**Theorem 4.6**  The \(V\)-transform is continuous in the following senses:

1. \(\forall G \in \mathcal{RH}_2\) and \(\forall \epsilon > 0, \exists \delta > 0\) such that \(\forall \tilde{G} \in \mathcal{RH}_2\),
   \[
   (\|G - \tilde{G}\|_2 < \delta) \Rightarrow (\forall \omega_d \in \mathcal{R}_+, |V(G)(\omega_d) - V(\tilde{G})(\omega_d)| < \epsilon).
   \]
   (17)

2. \(\forall G \in \mathcal{RH}_\infty, \forall \omega_d \in \mathcal{R}_+, \text{ and } \forall \epsilon > 0, \exists \delta > 0\) such that \(\forall \tilde{G} \in \mathcal{RH}_\infty\),
   \[
   (\|G - \tilde{G}\|_\infty < \delta) \Rightarrow (|V(G)(\omega_d) - V(\tilde{G})(\omega_d)| < \epsilon).
   \]
   (18)
The first type of continuity in Theorem 4.6 is uniform in $\omega_d$, that is, $\delta$ can be chosen independently of $\omega_d$. The second type of continuity, however, is not uniform in $\omega_d$, and it cannot be strengthened to uniform continuity, as the following example shows:

**Example 4.1** To illustrate the nonuniformity of the second type of continuity in Theorem 4.6, consider the transfer functions

$$G(s) = \frac{1}{s + 1}$$

and

$$\tilde{G}(s) = \frac{1}{s + 1} + \frac{\delta}{Ts + 1} = (1 + \delta) \left( \frac{(T + \bar{\delta})/(1 + \bar{\delta})s + 1}{(s + 1)(Ts + 1)} \right),$$

where $\delta$ and $T$ are positive constants. Note that $G$ and $\tilde{G}$ are elements of $\mathcal{RH}_2$, so $\|G - \tilde{G}\|_\infty$, $\|G\|_2$, and $\|\tilde{G}\|_2$ are all well defined. In fact,

$$\|G - \tilde{G}\|_\infty = \frac{\delta}{Ts + 1} = \delta, \quad (19)$$

$$\|G\|_2^2 = \frac{1}{\pi} \int_0^\infty \frac{1}{\omega^2 + 1} \, d\omega = \frac{1}{2}, \quad (20)$$

and, integrating using partial fractions (for $0 < T < 1$),

$$\|\tilde{G}\|_2^2 = \frac{1}{\pi} \int_0^\infty (1 + \delta)^2 \frac{(T + \bar{\delta})/(1 + \bar{\delta})^2 \omega^2 + 1}{(\omega^2 + 1)(T^2 \omega^2 + 1)} \, d\omega$$

$$= \frac{T^2 + T(\delta^2 + 4\bar{\delta} + 1) + \bar{\delta}^2}{2T(1 + T)}. \quad (21)$$

Apply Theorem 4.3 and (20)–(21) as follows:

$$\lim_{\omega_d \to \infty} |V(G)(\omega_d) - V(\tilde{G})(\omega_d)| = \|G\|_2^2 - \|\tilde{G}\|_2^2$$

$$= \frac{T^2 + T(\delta^2 + 4\bar{\delta} + 1) + \bar{\delta}^2}{2T(1 + T)} - \frac{1}{2}. \quad (22)$$
The nonuniformity of the continuity follows from (19) and (22), as
the following contradiction argument shows: Suppose δ can be chosen
independently of ω_d in (18). Fix arbitrary ε > 0, and fix the cor-
responding value of δ > 0. Set \( \bar{\delta} = \delta / 2 \). By (19), \( \| G - \tilde{G} \|_\infty < \delta \) holds for
all \( T > 0 \). Therefore, by (18), it must be that, for all \( T > 0 \) and for all
\( \omega_d \in \mathcal{R} \), \( | V(G)(\omega_d) - V(\tilde{G})(\omega_d) | < \epsilon \). But this is impossible since (22)
becomes unbounded as \( T \to 0 \). Hence, there is a contradiction.

To illustrate the nonuniformity graphically, the functions \( V(G) \) and
\( V(\tilde{G}) \) (for \( T = 1, 0.1, 0.01, \) and \( 0.001 \)) are shown in Fig. 10 for \( \bar{\delta} = 0.1 \).
From the figure, it is apparent that \( | V(G)(\omega_d) - V(\tilde{G})(\omega_d) | \) grows
without bound as \( T \to 0 \) and \( \omega_d \to \infty \), even though \( \| G - \tilde{G} \|_\infty = 0.1 \)
holds for all \( T > 0 \).

As a final note on Theorem 4.6, observe that neither type of
continuity is uniform in \( G \). In fact, by considering a sequence of \( G \)'s
in \( \mathcal{R} \mathcal{H}_2 \) (respectively, \( \mathcal{R} \mathcal{H}_\infty \)) with progressively larger \( \mathcal{H}_2 \) (respec-
tively, \( \mathcal{H}_\infty \)) norms, it can be proven that the first type (respectively, the
second type) of continuity cannot be strengthened to uniform
continuity in \( G \).

![FIGURE 10  V-transform of G (dashed) and, for several values of T, the V-transform of \( \tilde{G} \) (solid) for Example 4.1.](image-url)
4.2.3 Convexity

\( V \)-transforms satisfy the following convexity property:

**Theorem 4.7** The \( V \)-transform is a convex operator in the following sense:

\[
\forall G_1, G_2 \in \mathcal{RH}_\infty, \ \forall \lambda \in [0, 1], \ \forall \omega_d \in \mathcal{R}_+, \quad V(\lambda G_1 + (1 - \lambda) G_2)(\omega_d) \leq \lambda V(G_1)(\omega_d) + (1 - \lambda) V(G_2)(\omega_d).
\]  

(23)

**Remark 4.5** A useful consequence of this convexity property is that design constraints of the form

\[
\forall K > 0, \ \forall \omega_d \in \mathcal{R}_+, \quad V(KG)(\omega_d) \leq B_{\text{max}}(\omega_d, K)
\]

(for given positive function \( B_{\text{max}} \), or of the form

\[
\text{DGM} \geq \text{DGM}_{\text{min}} \quad \text{and} \quad \text{DBM} \geq \text{DBM}_{\text{min}}
\]

(for given positive scalars \( \text{DGM}_{\text{min}} \) and \( \text{DBM}_{\text{min}} \)) are closed-loop convex (using the terminology of [49]). In other words, the set of Youla parameters corresponding to controllers which satisfy either of these constraints is convex. It follows that the convex programming procedures described in [49] can be used to synthesize controllers which satisfy either (or both) of these constraints.

4.2.4 Invertibility

\( V(G) \) depends on the magnitude of \( G(j\omega) \) for \( \omega \in \mathcal{R} \), but is independent of the phase of \( G(j\omega) \) for \( \omega \in \mathcal{R} \). Indeed, the \( V \)-transform is invariant under all-pass filtering: For any \( G \in \mathcal{RH}_\infty \) and any all-pass filter \( G_a \in \mathcal{RH}_\infty \), \( V(GG_a) = V(G) \). This implies that the \( V \)-transform is not invertible (with respect to \( G \)); however, it is conjectured that the \( V \)-transform is invertible to within an all-pass factor.

5 PERFORMANCE LIMITATIONS

The material presented so far has not been dependent on where stable transfer function \( G \) originated. For the remainder of the paper, \( G \) will be restricted to the form (2). This section addresses the following question: For given \( P_1, P_2, P_3, K^*, \) and \( \omega_d^* \), can the controller \( C \) be chosen so that the closed-loop system rejects disturbances with
arbitrarily good robustness (as measured by $\text{DGM}_\gamma$ and $\text{DBM}_\gamma$)? The answer to this question depends on whether the plant is minimum-phase or nonminimum-phase.\(^4\) Essentially, in the minimum-phase case, the $V$-transform can be pushed down by use of an appropriate high-gain controller; in the nonminimum-phase case, there exists a lower bound on the $V$-transform.

### 5.1 Preliminaries

The methods used to prove the theorems in this section are based on the minimum-variance controller discussion given in [1]. The following results and notation, also adapted from [1], are used throughout. The first lemma gives a useful factorization of transfer functions, the second lemma gives a parameterization of all internally stabilizing controllers in terms of the “Youla parameter” $Q$, and the third lemma gives a decomposition of transfer functions which have no poles on the imaginary axis:

**Lemma 5.1** Let $H$ be a rational transfer function. Then $H$ can be factored as $H(s) = H_{\text{ap}}(s)H_{\text{mp}}(s)$, where $H_{\text{ap}} \in \mathcal{RH}_\infty$ is an all-pass transfer function and $H_{\text{mp}}$ is a transfer function with no zeros in the open right-half plane and with poles coincident with the poles of $H$. The factorization is unique up to sign.

**Lemma 5.2** Given $P_1$ and $P_3$ in Fig. 2, define $P = P_1P_3$. Then there exist transfer functions $N, M, X, Y \in \mathcal{RH}_\infty$ such that

$$P = N/M \quad \text{and} \quad NX + MY = 1 \quad (24)$$

The closed right-half-plane zeros of $P$ are necessarily the closed right-half-plane zeros of $N$, and the closed right-half-plane poles of $P$ are necessarily the closed right-half-plane zeros of $M$. Moreover, the set of all controllers for which the system is internally stable is

$$\left\{ \frac{X + MQ}{Y - NQ} : Q \in \mathcal{RH}_\infty \right\}.$$  \hfill (25)

\(^4\) A rational transfer function is said to be nonminimum-phase if one or more of its (finite) zeros is in the open right-half plane; otherwise, it is minimum-phase. In contrast to definitions used in other papers, the concept of minimum-phasedness used here does not depend on the transfer function poles.
Lemma 5.3 Recall that $\mathcal{RH}_2$ denotes the set of strictly proper stable rational transfer functions. Let $\mathcal{RH}_2^\perp$ denote the set of strictly proper rational transfer functions whose poles are all in the open right-half plane. Then the set of all strictly proper rational transfer functions which have no poles on the imaginary axis is $\mathcal{RH}_2 + \mathcal{RH}_2^\perp$, and every $H \in \mathcal{RH}_2 + \mathcal{RH}_2^\perp$ can be decomposed as

$$H = H_{st} + H_{un},$$  \hspace{1cm} (26)

where $H_{st} \in \mathcal{RH}_2$ and $H_{un} \in \mathcal{RH}_2^\perp$. Moreover, for every $H_1 \in \mathcal{RH}_2$ and every $H_2 \in \mathcal{RH}_2^\perp$, $\|H_1 + H_2\|_2^2 = \|H_1\|_2^2 + \|H_2\|_2^2$.

Remark 5.1 Algorithms to compute $N$, $M$, $X$, and $Y$ in Lemma 5.2 are given in [1]. The decomposition in (26) can be performed via partial fraction expansion methods.

5.2 Minimum-Phase Case

The following theorem summarizes the results in the minimum-phase case. The first two assumptions are introduced for technical reasons; their removal substantially complicates the formulae without adding any significant insight.

Theorem 5.1 Assume $P_1$, $P_2$, and $P_3$ in Fig. 2 are given and that they satisfy the following:

- none of $P_1$, $P_2$, and $P_3$ have zeros on the imaginary axis,
- $P_1$ has no poles on the imaginary axis, and
- $P_1$ and $P_3$ have no zeros in the open right-half plane.

Let $N$, $M$, $X$, and $Y$ be as in Lemma 5.2. Then the controller corresponding to the Youla parameter

$$Q(s) = \frac{Y(s)}{N(s)} \frac{1}{(\tau s + 1)^p},$$  \hspace{1cm} (27)

where $p \geq 0$ is large enough so that $Q$ is proper and $\tau > 0$ is a tunable parameter, satisfies the following properties:

- Arbitrarily good nominal disturbance rejection is achievable:

$$\forall \omega_d^* \in \mathcal{R}_+, \forall \epsilon > 0, \exists \tilde{\tau} > 0 \text{ such that } \forall \tau \in (0, \tilde{\tau}), \ V(G)(\omega_d^*) < \epsilon. \hspace{1cm} (28)$$

\textbf{• Let }\Omega\text{ be an arbitrary bounded set in }\mathbb{R}_+.\text{ Then the }V\text{-transform can be "pushed down" arbitrarily close to zero on }\Omega:\nabla\epsilon > 0, \exists \bar{\tau} > 0 \text{ such that } \forall \tau \in (0, \bar{\tau}), \forall \omega_d \in \Omega, \quad V(G)(\omega_d) < \epsilon.

\textbf{• Let }\text{DGM}_{\min} \text{ and }\text{DBM}_{\min} \text{ be arbitrary positive (finite) scalars. Then these robustness margins are achievable, that is,}

\forall \omega_d^* > 0, \forall \gamma > 0, \exists \bar{\tau} > 0 \text{ such that } \forall \tau \in (0, \bar{\tau}), \quad \text{DGM}_{\gamma} \geq \text{DGM}_{\min} \text{ and } \text{DBM}_{\gamma} \geq \text{DBM}_{\min}.

\textbf{Remark 5.2} \text{ Observe that the controller corresponding to }Q \text{ in (27) is a high-gain controller: By (25),}

\[ C(s) = \frac{X(s) + M(s)\left(\frac{Y(s)}{N(s)}\right)(1/(\tau s + 1)^p)}{Y(s) - N(s)\left(\frac{Y(s)}{N(s)}\right)(1/(\tau s + 1)^p)} \]

\[ = \frac{1}{\tau s} \frac{(\tau s + 1)^p N(s)X(s) + M(s)Y(s)}{\sum_{i=1}^{p} i! (i-1)! (\tau s)^{i-1} N(s) Y(s)}. \]

\text{In the case where }P_3P_1 \text{ is both minimum-phase and stable, it is possible to use } N = P_3P_1, \quad M = 1, \quad X = 0, \quad \text{and } Y = 1. \text{ Then the controller simplifies further to}

\[ \frac{1}{((\tau s + 1)^p - 1)P_3P_1}, \]

so the closed-loop poles are the (canceled) poles and zeros of }P_3P_1\text{ together with }p\text{ poles at }s = -1/\tau.

\textbf{Remark 5.3} \text{ The high-gain controller in Theorem 5.1 theoretically exhibits excellent disturbance rejection properties, but in practice there would be problems associated with the resulting high bandwidth system (e.g., signals may saturate, there may be stability problems due to neglected high-frequency dynamics and time delays, sensor noise may be amplified). Moreover, the resulting pole-zero cancelations (see the previous remark) are often undesirable in practice.}

\textbf{Remark 5.4} \text{ A minimum-variance controller can also be considered to be a maximum-DGM}_{\gamma}\text{ controller.}
5.3 NonMinimum-Phase Case

The following result is the nonminimum-phase version of Theorem 5.1:

**Theorem 5.2** Assume $P_1$, $P_2$, and $P_3$ in Fig. 2 are given and that they satisfy the following:

- none of $P_1$, $P_2$, and $P_3$ have zeros on the imaginary axis,
- $P_1$ has no poles on the imaginary axis, and
- $P_1$ or $P_3$ has zeros in the open right-half plane.

Then there are limitations on nominal disturbance rejection and on the achievable robustness margins:

- Fix $\omega_d^* > 0$, define $N$, $M$, $X$, and $Y$ as in Lemma 5.2, and define $\bar{F} = \omega_d^* / (s + \omega_d^*)$, $V = P_3 P_2 \bar{F} M Y$, $U = P_3 P_2 \bar{F} M N$, and $\alpha = \| (U_{ap}^{-1} V)_{un} \|_2^2$. Then $\alpha > 0$ and, for all internally stabilizing controllers,
  \[ V(G)(\omega_d^*) \geq \alpha. \]  
  \[ (29) \]

Moreover, the controller corresponding to the Youla parameter

\[ Q(s) = U_{mp}^{-1} (U_{ap}^{-1} V)_{st} \frac{1}{(\tau s + 1)^p}, \]

where $p \geq 0$ is large enough so that $Q$ is proper and $\tau > 0$ is a tunable parameter, satisfies the following property:

\[ \forall \epsilon > 0, \exists \tilde{\tau} > 0 \text{ such that } \forall \tau \in (0, \tilde{\tau}), \quad |V(G)(\omega_d^*) - \alpha| < \epsilon. \]  
  \[ (31) \]

- There exists a function $B_{\min} : \mathcal{R}_+ \rightarrow \mathcal{R}_+ : \omega_d \mapsto B_{\min}(\omega_d)$ that satisfies the following:
  - $B_{\min}$ is a strictly increasing analytic function with $B_{\min}(0) = 0$.
  - For all internally stabilizing controllers and for all $\omega_d \in \mathcal{R}_+$, $V(G)(\omega_d) \geq B_{\min}(\omega_d)$.
  - For all $\omega_d^* > 0$, the $V$-transform of the system with Youla parameter (30) is tangent to $B_{\min}$ at $\omega_d = \omega_d^*$ in the limit $\tau \to 0$.
- For all $\omega_d^* > 0$ and all $\gamma > 0$, there exists a finite scalar $\text{DGM}_{\max}$ such that, for all internally stabilizing controllers, $\text{DGM}_{\gamma} \leq \text{DGM}_{\max}$.
- For all $\omega_d^* > 0$, there exists a $\bar{\gamma} > 0$ and a finite scalar $\text{DBM}_{\max}$ such that, for all internally stabilizing controllers and for all $\gamma \in (0, \bar{\gamma})$, $\text{DBM}_{\gamma} \leq \text{DBM}_{\max}$.
Remark 5.5 The notion that arbitrarily good performance can be attained for minimum-phase systems but not for nonminimum-phase systems appears in other lines of research. Examples include work on the perfect robust servomechanism problem [88,89] and the aiming control problem [13,17]. Other examples are cited in [89].

Function $B_{\min}$ in the above theorem plays the role of a performance limitation curve. It can be characterized explicitly in several cases. For example, in the case where $P_1P_3$ has a single nonminimum-phase zero, the following result holds; it can be assumed without loss of generality that $P_2$ has no zeros in the open right-half-plane, and, as usual, the imaginary axis assumptions can be weakened.

Theorem 5.3 Assume that $P_1$, $P_2$, and $P_3$ in Fig. 2 are given and they satisfy the following:

- $P_1$ and $P_3$ have no zeros on the imaginary axis,
- $P_2$ has no zeros in the closed right-half-plane,
- $P_1$ has no poles on the imaginary axis, and
- $P \triangleq P_1P_3$ has exactly one nonminimum-phase zero at $s = z$ for $z > 0$.

Also suppose that $P_1$ has $n_1 \geq 0$ unstable poles at $s = p_{1,i}$ for $i = 1, \ldots, n_1$ and $P_3$ has $n_3 \geq 0$ unstable poles at $s = p_{3,i}$ for $i = 1, \ldots, n_3$. Let $N$, $M$, $X$, and $Y$ be as in Lemma 5.2. Then the performance limitation curve has the form

$$B_{\min}(\omega_d) = \beta(z)F^2(s) |_{s=z},$$

where $\beta(z)$ is a constant that is independent of $\omega_d$ and is computed as follows:

- If the nonminimum-phase zero is in $P_3$, define the following stable minimum-phase transfer functions:

$$\bar{P}_3(s) = \frac{\prod_{i=1}^{n_3}(s - p_{3,i})}{s - z} P_3(s) \quad \text{and} \quad \bar{M}(s) = \frac{M(s)}{\prod_{i=1}^{n_3}(s - p_{3,i})\prod_{i=1}^{n_1}(s - p_{1,i})}.$$

Then

$$\beta(z) = 8z^3 \left[ \prod_{i=1}^{n_1}(z + p_{1,i})^2 \right] \bar{P}_3^2(z)\bar{P}_2^2(z)\bar{M}^2(z)y^2(z).$$
If the nonminimum-phase zero is in \( P_1 \), define the following stable minimum-phase transfer functions:

\[
\bar{P}_3(s) = \prod_{i=1}^{n_3} (s - p_{3,i}) \quad P_3(s) \quad \text{and} \quad \bar{M}(s) = \frac{M(s)}{\left[ \prod_{i=1}^{n_3} (s - p_{3,i}) \right] \left[ \prod_{i=1}^{n_1} (s - p_{1,i}) \right]}.
\]

Then

\[
\beta(z) = 2z \left[ \prod_{i=1}^{n_1} (z + p_{1,i}) \right]^2 \bar{P}_3^2(z) P_2^2(z) \bar{M}^2(z) Y^2(z).
\]

Remark 5.6 Analogous results to Theorem 5.3 can be derived for the multiple nonminimum-phase zero case, but the results get progressively more complicated as the number of nonminimum-phase zeros increases. Also, a study was performed on the effect of moving the nonminimum-phase zero \( z \) closer to the origin. The details are omitted, but essentially three distinct behaviors exist: The \( B_{\min} \) curve tends to zero uniformly in \( z \); the \( B_{\min} \) curve tends to zero pointwise, but not uniformly, in \( z \); or the \( B_{\min} \) curve becomes unbounded as \( z \to 0 \). Which behavior occurs depends on the number of integrators in \( P_3 \) and differentiators in \( P_2 \), the way in which \( z \) enters the plant (e.g., as \( (s - z)/(s + z) \) or just \( s - z \)), and whether \( z \) is a part of \( P_1 \) or \( P_3 \).

6 EXAMPLES

The following two academic examples illustrate application of the tools and theory developed in this paper.

Example 6.1 Reconsider Example 1.1 in which the plant is

\[
P_1(s) = 1, \quad P_2(s) = 1, \quad P_3(s) = \frac{10}{s + 1},
\]

and the two controllers under consideration are

\[
C_1(s) = \frac{0.5(s + 2)}{s} \quad \text{and} \quad C_2(s) = 0.86.
\]

Recall that the nominal disturbance parameters are \( \omega_d^* = 1 \text{ rad/s} \) and \( K^* = 1 \), and that the performance threshold is \( \gamma = 2.5 \).
To evaluate the performance of the controllers with respect to disturbance rejection in the face of uncertainty in $\omega_d$, consider the plots of $V(G_1)$ and $V(G_2)$ in Fig. 11. Since the controller gains were selected so that the nominal output variance corresponding to $C_2$ is the same as that corresponding to $C_1$, the $V$-transforms are equal at $\omega_d = \omega_d^*$. For $\omega_d < \omega_d^*$, controller $C_1$, the integral controller, is the better controller; for $\omega_d > \omega_d^*$, controller $C_2$, the nonintegral controller, is better. We can quantify the superiority of the nonintegral controller (with respect to performance in the face of increasing $\omega_d$) by computing the robustness measures: From the figure, the margins for $C_1$ are

$$DBM_\gamma = \frac{3.72}{1} = 3.72 \quad \text{and} \quad DGM_\gamma = \sqrt{\frac{2.5}{0.49}} = 2.26$$

and the margins for $C_2$ are

$$DBM_\gamma = \frac{8.86}{1} = 8.86 \quad \text{and} \quad DGM_\gamma = \sqrt{\frac{2.5}{0.49}} = 2.26.$$ 

Hence, the nonintegral controller has a significantly larger disturbance bandwidth margin than the integral controller.

**Example 6.2** Consider the following nonminimum-phase plant:

$$P_1(s) = 1, \quad P_2(s) = 1, \quad P_3(s) = \frac{s - a}{a(s + 1)^2},$$
where \( a > 0 \) is the location of the nonminimum-phase zero. We consider below the development of the minimum variance controller and performance limitation curve.

The most obvious choice for \( N, M, X, \text{ and } Y \) is

\[
N(s) = \frac{s - a}{a(s + 1)^2}, \quad M(s) = 1, \quad X(s) = 0, \quad Y(s) = 1.
\]

To compute the minimum-variance controller, (30) needs to be evaluated. First compute

\[
V = P_3 P_2 F MY = \frac{s - a}{a(s + 1)^2} \frac{\omega_d^*}{s + \omega_d^*}
\]

and

\[
U = P_3 P_2 F MN = \frac{(s - a)^2}{a^2(s + 1)^4} \frac{\omega_d^*}{s + \omega_d^*}.
\]

Factor \( U \) as \( U = U_{ap} U_{mp} \), where

\[
U_{ap} = \frac{(s - a)^2}{(s + a)^2} \quad \text{and} \quad U_{mp} = \frac{(s + a)^2 \omega_d^*}{a^2(s + 1)^4(s + \omega_d^*)},
\]

and decompose \( U_{ap}^{-1} V \) into \( (U_{ap}^{-1} V)_{un} + (U_{ap}^{-1} V)_{st} \) as follows:

\[
U_{ap}^{-1} V = \frac{(s + a)^2 \omega_d^*}{a(s - a)(s + 1)^2(s + \omega_d^*)} = \frac{\Gamma_1}{s - a} + \frac{\Gamma_2}{(s + 1)^2(s + \omega_d^*)},
\]

where

\[
\Gamma_1 = \frac{4a\omega_d^*}{(a + 1)^2(a + \omega_d^*)} \quad \text{and} \quad \Gamma_2 = \frac{\omega_d^*}{a(a + 1)^2(a + \omega_d^*)}(\beta_1 s^2 + \beta_2 s + \beta_3),
\]

(32)

where the constants \( \beta_1, \beta_2, \text{ and } \beta_3 \) are

\[
\beta_1 = -4a^2,
\]

\[
\beta_2 = -3a^3 - 3a^2(\omega_d^* + 2) + a(2\omega_d^* + 1) + \omega_d^*,
\]

\[
\beta_3 = -a^4 - a^3(\omega_d^* + 2) - a^2(2\omega_d^* + 1) + a(3\omega_d^*).\]
Then the Youla parameter corresponding to the (suboptimal) minimum-variance controller is

$$Q(s) = U_{mp}^{-1}(U_{ap}^{-1}V)_{st} \frac{1}{(\tau s + 1)^p} = \frac{a(s + 1)^2(\beta_1 s^2 + \beta_2 s + \beta_3)}{(s + a)^2(a + 1)^2(a + \omega_d^*) (\tau s + 1)^p}.$$ 

To make $Q$ and the corresponding controller proper, select $p = 2$. By Theorem 5.2, the minimum variance, as a function of $a$ and $\omega_d^*$, is

$$\| (U_{ap}^{-1}V)_{un} \|_2^2 = \left\| \frac{\Gamma_1}{s - a} \right\|_2^2 = \frac{\Gamma_1^2}{2a} = \frac{8a(\omega_d^*)^2}{(a + 1)^4(a + \omega_d^*)^2}. \quad (33)$$

(Alternatively, Theorem 5.3 can be used to derive this expression.)

For $a = 1$ and $\omega_d^* = 1$ rad/s, Figs. 12 and 13 show the Bode magnitude plot of the closed-loop transfer function $G$ and the $V$-transform of $G$, respectively, for several values of $\tau$. The performance limitation curve in (33) (for $a = 1$ and using $\omega_d$ in place of $\omega_d^*$) is included in the $V$-transform plot. As expected, in the limit $\tau \to 0$, the $V$-transform is

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure12.png}
\caption{Bode magnitude plot of $G$ for several values of $\tau$ in Example 6.2. Both $a$ and $\omega_d^*$ are set to one.}
\end{figure}
FIGURE 13 $V$-transform of $G$ for several values of $\tau$ in Example 6.2. The dashed line is the performance limitation curve in (33). Both $a$ and $\omega_d^*$ are set to one.

tangent to the performance limitation curve at $\omega_d = \omega_d^*$. Also observe that, as $\tau \to 0$, the system bandwidth becomes infinite and $|G(j\omega)|$ tends (pointwise) to a curve that is nonzero everywhere. In fact, a calculation indicates that, as $\tau \to 0$, $G$ approaches the transfer function

$$
\frac{(s-a)[(s+a)^2(a+1)^2(a+\omega_d^*) - (s-a)(\beta_1 s^2 + \beta_2 s + \beta_3)]}{a(s+1)^2(s+a)^2(a+1)^2(a+\omega_d^*)},
$$

which is biproper (and, moreover, if $a = \omega_d^*$, all-pass). Consequently, $V(G)$ tends to an unbounded function as $\tau \to 0$ (recall the last point of Theorem 4.3).

7 CONCLUSIONS AND FUTURE WORK

This paper introduced the $V$-transform as a new mathematical tool for the robustness analysis of feedback control systems with respect to uncertainty in the disturbance gain and bandwidth. Mathematical properties of $V$-transforms were investigated, and the notions of
disturbance gain margin and disturbance bandwidth margin were defined. It was argued by example that the use of $V$-transforms and these new margins gives insight into system behavior that is not apparent when restricted to the classical analysis tools (Bode plots, gain and phase margins, etc.). Finally, it was shown that there exists a robustness performance limitation in the case where the plant is nonminimum-phase, but no such limitation if the plant is minimum-phase.

The results from this paper have been applied to an aircraft autopilot system to analyze system performance in the face of uncertainty in turbulence scale [90]. Other potential applications being considered include the control of ships (where waves, wind, and current act as disturbances), automobiles (where wind, road roughness, and engine vibrations act as disturbances), actively controlled buildings (where earthquakes act as disturbances), and manufacturing systems (where machine-wear and variations in environmental conditions act as disturbances). Theoretical work being developed includes determination of performance limitations under practical system constraints (e.g., constraints on the closed-loop system bandwidth and stability margins).

APPENDIX

Proof of Theorem 4.1

Realization (14) is derived first. On noting that

$$F(s) = \frac{\omega_d}{s + \omega_d} = \begin{bmatrix} -\omega_d & \omega_d \\ 1 & 0 \end{bmatrix}(s),$$

it follows that

$$G(s) \cdot F(s) = \begin{bmatrix} A & B \\ C & D \end{bmatrix}(s) \cdot \begin{bmatrix} -\omega_d & \omega_d \\ 1 & 0 \end{bmatrix}(s)$$

$$= \begin{bmatrix} A & B & 0 \\ 0 & -\omega_d & \omega_d \\ C & D & 0 \end{bmatrix}(s).$$

(34)
Let $L$ denote the observability Grammian of this realization of $GF$. Partition $L$ as

$$L = \begin{bmatrix} L_1 & L_2^T \\ L_2 & L_3 \end{bmatrix},$$

where $L_3$ is a scalar. Then, by the definition of $V(G)(\omega_d)$ and by Lemma 4.1 applied to $GF \in \mathcal{RH}_2$,

$$V(G)(\omega_d) = \|GF\|_2^2 - [0 \quad \omega_d] \begin{bmatrix} 0 \\ \omega_d \end{bmatrix} = \omega_d^2 L_3. \quad (35)$$

We now solve for $L_3$ for substitution in (35). The Lyapunov equation for the observability Grammian of

$$\begin{bmatrix} C & D \end{bmatrix}, \begin{bmatrix} A & B \\ 0 & -\omega_d \end{bmatrix}$$

is

$$\begin{bmatrix} A & B \\ 0 & -\omega_d \end{bmatrix}^T \begin{bmatrix} L_1 & L_2^T \\ L_2 & L_3 \end{bmatrix} + \begin{bmatrix} L_1 & L_2^T \\ L_2 & L_3 \end{bmatrix} \begin{bmatrix} A & B \\ 0 & -\omega_d \end{bmatrix} + [C \quad D]^T [C \quad D] = 0.$$ 

This matrix equation is equivalent to the following three equations:

$$A^T L_1 + L_1 A + C^T C = 0, \quad (36)$$

$$B^T L_1 - \omega_d L_2 + L_2 A + D C = 0, \quad (37)$$

$$B^T L_2^T - \omega_d L_3 + L_2 B - \omega_d L_3 + D^2 = 0. \quad (38)$$

Equation (36) indicates that $L_1$ is the observability Grammian of $(C, A)$; denote this Grammian by $L_o$. By the stability of $G$, $\omega_d$ is not an eigenvalue of $A$; hence, $(A - \omega_d I)^{-1}$ exists, and solving for $L_2$ in (37) yields

$$L_2 = (-B^T L_o - DC)(A - \omega_d I)^{-1}. \quad (39)$$
Next, solve for scalar $L_3$ in (38) and substitute for $L_2$ using (39) to obtain

$$L_3 = \frac{1}{2\omega_d} D^2 - \frac{1}{\omega_d} (B^T L_o + DC)(A - \omega_d I)^{-1} B.$$ 

Use this to substitute for $L_3$ in (35):

$$V(G)(\omega_d) = \frac{1}{2} \omega_d D^2 - \omega_d (B^T L_o + DC)(A - \omega_d I)^{-1} B.$$ 

Use the fact that $A$ is invertible to rewrite this as

$$V(G)(\omega_d) = \frac{1}{2} \omega_d D^2 - (B^T L_o + DC) \left( \frac{1}{\omega_d} I - A^{-1} \right)^{-1} A^{-1} B. \quad (40)$$

Now recognize (40) as the parallel connection of

$$\frac{1}{2} \omega_d D^2 = \begin{bmatrix} 0 & D^2/2 \\ 1 & 0 \end{bmatrix} \left( \frac{1}{\omega_d} \right)$$

and

$$-(B^T L_o + DC) \left( \frac{1}{\omega_d} I - A^{-1} \right)^{-1} A^{-1} B$$

$$= \begin{bmatrix} A^{-1} \\ - (B^T L_o + DC) \end{bmatrix} \begin{bmatrix} A^{-1} B \\ 0 \end{bmatrix} \left( \frac{1}{\omega_d} \right)$$

Thus,

$$V(G)(\omega_d) = \begin{bmatrix} 0 & D^2/2 \\ 1 & 0 \end{bmatrix} \left( \frac{1}{\omega_d} \right) + \begin{bmatrix} A^{-1} \\ - (B^T L_o + DC) \end{bmatrix} \begin{bmatrix} A^{-1} B \\ 0 \end{bmatrix} \left( \frac{1}{\omega_d} \right)$$

$$= \begin{bmatrix} A^{-1} & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} A^{-1} B \\ D^2/2 \end{bmatrix} \left( \frac{1}{\omega_d} \right), \quad (41)$$
which is formula (14). To obtain (15), manipulate (40) as follows:

\[
V(G)(\omega_d) = \frac{1}{2} \omega_d D^2 + (B^T L_o + DC) \left( I - \frac{1}{\omega_d} A \right)^{-1} B \\
= \frac{1}{2} \omega_d D^2 + (B^T L_o + DC) B \\
+ (B^T L_o + DC) \frac{1}{\omega_d} A \left( I - \frac{1}{\omega_d} A \right)^{-1} B \\
= \frac{1}{2} \omega_d D^2 + (B^T L_o + DC) B + (B^T L_o + DC) A(\omega_d I - A)^{-1} B \\
= \frac{1}{2} \omega_d D^2 + \left[ \frac{A}{(B^T L_o + DC) A} \mid \frac{B}{(B^T L_o + DC) B} \right](\omega_d),
\]

where the second equality follows from the identity \((I - M)^{-1} = I + M(I - M)^{-1}\).

**Proof of Corollary 4.1**

When \(D = 0\), (14) simplifies as follows:

\[
\begin{bmatrix}
\hat{A} & \hat{B} \\
\hat{C} & 0
\end{bmatrix}
\frac{1}{\omega_d}
= \begin{bmatrix}
A^{-1} & 0 & A^{-1}B \\
0 & 0 & 0 \\
-B^T L_o & 1 & 0
\end{bmatrix}
\frac{1}{\omega_d}

= \left[ -B^T L_o \mid 1 \right] \left[ \frac{1}{\omega_d} I - A^{-1} \right]^{-1} \left[ A^{-1} B \right] \\
= -B^T L_o \left( \frac{1}{\omega_d} I - A^{-1} \right)^{-1} A^{-1} B
\]

When \(D = 0\), realization (15) immediately simplifies.

**Proof of Theorem 4.2**

To prove the analyticity of \(V(G)\), note from Theorem 4.1 that \(V(G)\) is the ratio of polynomials in \(\omega_d\), where the denominator term is nonzero.
for all $\omega_d \in \mathcal{R}_+$; all such rational functions are analytic. To derive the given derivatives, first use Theorem 4.1 to obtain

$$V(G)(\omega_d) = \left[ \frac{\tilde{A}}{\tilde{C}} \right] \left[ \frac{\tilde{B}}{\tilde{D}} \right] (\omega_d) + \frac{1}{2} \omega_d D^2 = \tilde{D} + \tilde{C}(\omega_d I - \tilde{A})^{-1} \tilde{B} + \frac{1}{2} \omega_d D^2.$$  

The desired derivatives follow by simple matrix calculus (see [91], for example).

**Proof of Theorem 4.3**

The property $V(G)(0) = 0$ follows from the definition of $V(G)$:

$$V(G)(0) = \lim_{\omega_d \to 0} \frac{1}{\pi} \int_0^\infty |G(j\omega)|^2 \frac{\omega_d^2}{\omega^2 + \omega_d^2} \, d\omega$$

$$= \lim_{\omega_d \to 0} \frac{\omega_d}{\pi} \int_0^\infty |G(j\omega_d^2\tilde{\omega})|^2 \frac{1}{\tilde{\omega}^2 + 1} \, d\tilde{\omega}.$$  

This limit is bounded below by zero since the integrand is nonnegative. It is also bounded above by zero since $G \in \mathcal{RH}_\infty$ implies that $\|G\|_\infty < \infty$, from which it follows that

$$\lim_{\omega_d \to 0} \frac{\omega_d}{\pi} \int_0^\infty |G(j\omega_d^2\tilde{\omega})|^2 \frac{1}{\tilde{\omega}^2 + 1} \, d\tilde{\omega} \leq \lim_{\omega_d \to 0} \frac{\omega_d}{\pi} \|G\|^2_\infty \int_0^\infty \frac{1}{\tilde{\omega}^2 + 1} \, d\tilde{\omega} = 0.$$  

Hence, $V(G)(0) = 0$. (An alternative proof is to substitute $\omega_d = 0$ in (15).)

To show the next two points in the theorem, use the differentiability of $V(G)(\omega_d)$ proven in Theorem 4.2 as follows: For all $\omega_d \in \mathcal{R}_+$,

$$\frac{d}{d\omega_d} V(G)(\omega_d) = \frac{1}{\pi} \frac{d}{d\omega_d} \int_0^\infty |G(j\omega)|^2 \frac{\omega_d^2}{\omega^2 + \omega_d^2} \, d\omega$$

$$= \frac{1}{\pi} \int_0^\infty |G(j\omega)|^2 \frac{d}{d\omega_d} \left( \frac{\omega_d^2}{\omega^2 + \omega_d^2} \right) \, d\omega$$

$$= \frac{1}{\pi} \int_0^\infty |G(j\omega)|^2 \frac{2\omega_d^2}{(\omega^2 + \omega_d^2)^2} \, d\omega$$

$$= \frac{2}{\pi} \int_0^\infty |G(j\omega_d\tilde{\omega})|^2 \frac{\tilde{\omega}^2}{(\tilde{\omega}^2 + 1)^2} \, d\tilde{\omega}. \quad (42)$$

To justify the interchange of differentiation and integration operations above, invoke Theorem 17.3e in [92]. (Essentially, the interchange is
valid because $\|G\|_\infty < \infty$ and because

$$\int_0^\infty \frac{\tilde{\omega}^2}{(\tilde{\omega}^2 + 1)^2} d\omega$$

converges uniformly with respect to $\omega_d$ in every closed interval in $\mathcal{R}_+$. In fact, (43) is independent of $\omega_d$ and equals $\pi/4$. The notion of uniform convergence of integrals is defined in [92].) Taking the limit as $\omega_d \to 0$ in (42) yields

$$\frac{d}{d\omega_d} V(G)(0) = \lim_{\omega_d \to 0} \frac{2}{\pi} \int_0^\infty |G(j\omega_d\tilde{\omega})|^2 \frac{\tilde{\omega}^2}{(\tilde{\omega}^2 + 1)^2} d\tilde{\omega}$$

$$= \frac{2|G(0)|^2}{\pi} \int_0^\infty \frac{\tilde{\omega}^2}{(\tilde{\omega}^2 + 1)^2} d\tilde{\omega} = \frac{|G(0)|^2}{2},$$

which proves the second point in the theorem. (The justification for taking the limit under the integral sign is found in Theorem 17.3c in [92].) The third point in the theorem also follows from (42) since, for nonzero $G$ and all $\omega_d \in \mathcal{R}_+$, the integrand is positive almost everywhere. Finally, to derive the limiting behavior of $V(G)(\omega_d)$ as $\omega_d \to \infty$, use realization (15) from Theorem 4.1 to obtain $V(G)(\omega_d) \to \tilde{D} + \omega_dD^2/2 = B^T L_c B + D C B + \omega_dD^2/2$.

**Proof of Theorem 4.4**

The result follows immediately from the following facts:

- $V(G)(\omega_d)$ is a strictly increasing continuous function of $\omega_d$ (see Theorems 4.2 and 4.3),
- $V(G)(0) = 0$ (see Theorem 4.3),
- If $G \in \mathcal{RH}_2$ then $\sup_{\omega_d \in \mathcal{R}_+} V(G)(\omega_d) = \|G\|_2^2$; otherwise, $G$ is unbounded (see Theorem 4.3 and Lemma 4.1).

**Proof of Theorem 4.5**

From the definition of $V(G)$, for all $\omega_d \in \mathcal{R}_+$,

$$V(\alpha G)(\omega_d) = \frac{1}{\pi} \int_0^\infty |\alpha G(j\omega)|^2 \frac{\omega^2}{\omega^2 + \omega_d^2} d\omega$$

$$= |\alpha|^2 \frac{1}{\pi} \int_0^\infty |G(j\omega)|^2 \frac{\omega^2}{\omega^2 + \omega_d^2} d\omega = \alpha^2 V(G)(\omega_d).$$
Proof of Theorem 4.6

Introduce the following notation for the proof: For each \( \omega_d \in \mathcal{R}_+ \), define \( \| \cdot \|_{\omega_d} : \mathcal{R} \mathcal{H}_\infty \to \mathcal{R} \) by \( \| M \|_{\omega_d} = \| MF \|_2 \). Note that \( \forall M \in \mathcal{R} \mathcal{H}_\infty \) and \( \forall \omega_d \in \mathcal{R}_+ \), \( V(M)(\omega_d) = \| MF \|_2^2 = \| M \|_{\omega_d}^2 \). It is simple to verify that, for each \( \omega_d \in \mathcal{R}_+ \), \( \| \cdot \|_{\omega_d} \) is a norm.

Recall that every norm is uniformly continuous: For any space \( V \) with norm \( \| \cdot \| \), the triangle inequality yields \( \forall x, \bar{x} \in V, \| x \| - \| \bar{x} \| \leq \| x - \bar{x} \| \), which implies that

\[
\forall \varepsilon^* > 0, \forall x, \bar{x} \in V, (\| x - \bar{x} \| < \varepsilon^*) \Rightarrow (\| x \| - \| \bar{x} \| < \varepsilon^*). \tag{44}
\]

Applying (44) to the norm just defined yields

\[
\forall \omega_d \in \mathcal{R}_+, \forall \varepsilon^* > 0, \forall G, \bar{G} \in \mathcal{R} \mathcal{H}_\infty,
\]

\[
(\| G - \bar{G} \|_{\omega_d} < \varepsilon^*) \Rightarrow (\| G \|_{\omega_d} - \| \bar{G} \|_{\omega_d} < \varepsilon^*).
\tag{45}
\]

The first continuity statement will now be proved. Since \( \mathcal{R} \mathcal{H}_2 \subset \mathcal{R} \mathcal{H}_\infty \), (45) implies

\[
\forall \omega_d \in \mathcal{R}_+, \forall \varepsilon^* > 0, \forall G, \bar{G} \in \mathcal{R} \mathcal{H}_2,
\]

\[
(\| G - \bar{G} \|_{\omega_d} < \varepsilon^*) \Rightarrow (\| G \|_{\omega_d} - \| \bar{G} \|_{\omega_d} < \varepsilon^*),
\]
or, equivalently,

\[
\forall \varepsilon^* > 0, \forall G, \bar{G} \in \mathcal{R} \mathcal{H}_2, \forall \omega_d \in \mathcal{R}_+,
\]

\[
(\| G - \bar{G} \|_{\omega_d} < \varepsilon^*) \Rightarrow (\| G \|_{\omega_d} - \| \bar{G} \|_{\omega_d} < \varepsilon^*). \tag{46}
\]

Next, observe that, for all \( M \in \mathcal{R} \mathcal{H}_2 \) and all \( \omega_d \in \mathcal{R}_+ \),

\[
\| M \|_{\omega_d}^2 = \| MF \|_2^2 = \frac{1}{\pi} \int_0^\infty | M(j\omega) |^2 \frac{\omega_d^2}{\omega^2 + \omega_d^2} d\omega
\]

\[
\leq \frac{1}{\pi} \int_0^\infty | M(j\omega) |^2 d\omega = \| M \|_2^2,
\]

that is,

\[
\forall M \in \mathcal{R} \mathcal{H}_2, \forall \omega_d \in \mathcal{R}_+, \| M \|_{\omega_d} \leq \| M \|_2. \tag{47}
\]
Combining (46) and (47) results in
\[
\forall \epsilon^* > 0, \ \forall G, \tilde{G} \in \mathcal{RH}_2, \ \forall \omega_d \in \mathcal{R}_+, \ \left( \|G - \tilde{G}\|_2 < \epsilon^* \right) \Rightarrow \left( \|G\|_{\omega_d} - \|\tilde{G}\|_{\omega_d} < \epsilon^* \right),
\]
or, equivalently,
\[
\forall \epsilon^* > 0, \ \forall G, \tilde{G} \in \mathcal{RH}_2 \ \left( \|G - \tilde{G}\|_2 < \epsilon^* \right) \Rightarrow \left( \forall \omega_d \in \mathcal{R}_+, \ |\|G\|_{\omega_d} - \|\tilde{G}\|_{\omega_d}| < \epsilon^* \right). \quad (48)
\]

Now fix \(G \in \mathcal{RH}_2\), fix \(\epsilon > 0\), and define both \(\alpha = 2\|G\|_2 + 2\) and \(\delta = \min(1, \epsilon/\alpha)\). Use \(\epsilon^* = \epsilon/\alpha\) in (48) to obtain
\[
\forall \tilde{G} \in \mathcal{RH}_2, \ \left( \|G - \tilde{G}\|_2 < \frac{\epsilon}{\alpha} \right) \Rightarrow \left( \forall \omega_d \in \mathcal{R}_+, \ |\|G\|_{\omega_d} - \|\tilde{G}\|_{\omega_d}| < \frac{\epsilon}{\alpha} \right),
\]
from which it follows that
\[
\forall \tilde{G} \in \mathcal{RH}_2, \ \left( \|G - \tilde{G}\|_2 < \delta \right) \Rightarrow \left( \forall \omega_d \in \mathcal{R}_+, \ |\|G\|_{\omega_d} - \|\tilde{G}\|_{\omega_d}| < \frac{\epsilon}{\alpha} \right). \quad (49)
\]

The first continuity result follows: If \(\tilde{G} \in \mathcal{RH}_2\) satisfies \(\|G - \tilde{G}\|_2 < \delta\), then, for all \(\omega_d \in \mathcal{R}_+\),
\[
|V(G)(\omega_d) - V(\tilde{G})(\omega_d)| = \|G\|_{\omega_d}^2 - \|\tilde{G}\|_{\omega_d}^2 \leq \frac{\epsilon}{\alpha} (\|G\|_{\omega_d} + \|\tilde{G}\|_{\omega_d}) = \frac{\epsilon}{\alpha} (\|G\|_{\omega_d} + \|G + \tilde{G} - G\|_{\omega_d}) \leq \frac{\epsilon}{\alpha} (\|G\|_{\omega_d} + \|G\|_{\omega_d} + \|\tilde{G} - G\|_{\omega_d}) = \frac{\epsilon}{\alpha} (2\|G\|_{\omega_d} + \|\tilde{G} - G\|_{\omega_d}) \leq \frac{\epsilon}{\alpha} (2\|G\|_2 + \|G - \tilde{G}\|_2) \leq \frac{\epsilon}{\alpha} (2\|G\|_2 + \delta) \leq \frac{\epsilon}{\alpha} (2\|G\|_2 + 1) < \epsilon.
\]
(The first inequality above follows from (49) and the third follows from (47).)

The second continuity statement is proved in a similar fashion. The key observation is that, for all $M \in \mathcal{RH}_\infty$ and all $\omega_d \in \mathcal{R}_+$,

$$\|M\|_{\omega_d}^2 = \frac{1}{\pi} \int_0^{\infty} |M(j\omega)|^2 \frac{\omega_d^2}{\omega^2 + \omega_d^2} d\omega$$

$$\leq \frac{\|M\|_\infty^2}{\pi} \int_0^{\infty} \frac{\omega_d^2}{\omega^2 + \omega_d^2} d\omega = \frac{\|M\|_\infty^2}{\pi} \left( \frac{\omega_d \pi}{2} \right) = \frac{\omega_d}{2} \|M\|_\infty^2,$$

that is,

$$\forall M \in \mathcal{RH}_\infty, \forall \omega_d \in \mathcal{R}_+, \quad \|M\|_{\omega_d} \leq \sqrt{\frac{\omega_d}{2}} \|M\|_\infty. \quad (50)$$

Combining (45) and (50) results in

$$\forall \omega_d \in \mathcal{R}_+, \forall \epsilon^* > 0, \forall G, \bar{G} \in \mathcal{RH}_\infty,$$

$$\left( \|G - \bar{G}\|_\infty < \sqrt{\frac{2}{\omega_d}} \epsilon^* \right) \Rightarrow \left( \|G\|_{\omega_d} - \|\bar{G}\|_{\omega_d} < \epsilon^* \right). \quad (51)$$

Now fix $G \in \mathcal{RH}_\infty$, $\epsilon > 0$, and $\omega_d \in \mathcal{R}_+$. Define $\alpha = \omega_d (2\|G\|_\infty + 2)/2$ and $\delta = \min(1, \epsilon/\alpha)$. Use $\epsilon^* = \sqrt{\omega_d} \epsilon/\sqrt{2} \alpha$ in (51) to obtain

$$\forall \bar{G} \in \mathcal{RH}_\infty,$$

$$\left( \|G - \bar{G}\|_\infty < \frac{\epsilon}{\alpha} \right) \Rightarrow \left( \forall \omega_d \in \mathcal{R}_+, \|G\|_{\omega_d} - \|\bar{G}\|_{\omega_d} < \sqrt{\frac{\omega_d}{2} \frac{\epsilon}{\alpha}} \right),$$

from which it follows that

$$\forall \bar{G} \in \mathcal{RH}_\infty,$$

$$\left( \|G - \bar{G}\|_\infty < \delta \right) \Rightarrow \left( \forall \omega_d \in \mathcal{R}_+, \|G\|_{\omega_d} - \|\bar{G}\|_{\omega_d} < \sqrt{\frac{\omega_d}{2} \frac{\epsilon}{\alpha}} \right). \quad (52)$$
The second continuity result follows: If \( \bar{G} \in \mathcal{RH}_\infty \) satisfies \( \| G - \bar{G} \|_\infty < \delta \), then

\[
|V(G)(\omega_d) - V(\bar{G})(\omega_d)| = \| G \|_{\omega_d}^2 - \| \bar{G} \|_{\omega_d}^2 \\
= \| G \|_{\omega_d}^2 - \| \bar{G} \|_{\omega_d}^2 (\| G \|_{\omega_d} + \| \bar{G} \|_{\omega_d}) \\
\leq \sqrt{\frac{\omega_d}{2}} \frac{\epsilon}{\alpha} (\| G \|_{\omega_d} + \| \bar{G} \|_{\omega_d}) \\
= \sqrt{\frac{\omega_d}{2}} \frac{\epsilon}{\alpha} (\| G \|_{\omega_d} + \| G + \bar{G} - G \|_{\omega_d}) \\
\leq \sqrt{\frac{\omega_d}{2}} \frac{\epsilon}{\alpha} (\| G \|_{\omega_d} + \| G \|_{\omega_d} + \| \bar{G} - G \|_{\omega_d}) \\
= \sqrt{\frac{\omega_d}{2}} \frac{\epsilon}{\alpha} \left( 2\| G \|_{\omega_d} + \| \bar{G} - G \|_{\omega_d} \right) \\
\leq \sqrt{\frac{\omega_d}{2}} \frac{\epsilon}{\alpha} \sqrt{\frac{\omega_d}{2}} \left( 2\| G \|_{\infty} + \| G - \bar{G} \|_{\infty} \right) \\
\leq \frac{\epsilon \omega_d}{\alpha} \left( 2\| G \|_{\infty} + \delta \right) \leq \frac{\epsilon \omega_d}{\alpha} \left( 2\| G \|_{\infty} + 1 \right) < \epsilon.
\]

(The first inequality follows from (52) and the third follows from (50).)

**Proof of Theorem 4.7**

The following result is used in the proof:

**Lemma** Let \( f : \mathcal{R}_+ \to \mathcal{R} \) be a convex nonnegative function. Then \( f^2 \) is convex.

**Proof** Let \( x_1, x_2 \in \mathcal{R}_+ \) and \( \lambda \in [0, 1] \) be arbitrary. Since \( f \) is convex,

\[
f(\lambda x_1 + (1 - \lambda)x_2) \leq \lambda f(x_1) + (1 - \lambda)f(x_2). \tag{53}
\]

Because \( f \) is nonnegative and \( x^2 \) is an increasing function of \( x \) for \( x \geq 0 \), it follows that

\[
f^2(\lambda x_1 + (1 - \lambda)x_2) \leq [\lambda f(x_1) + (1 - \lambda)f(x_2)]^2. \tag{54}
\]

Since \( x^2 \) is convex in \( x \), it is also true that, for all \( y_1, y_2 \in \mathcal{R} \),

\[
[\lambda y_1 + (1 - \lambda)y_2]^2 \leq \lambda y_1^2 + (1 - \lambda)y_2^2. \tag{55}
\]
Evaluating (55) at $y_1 = f(x_1)$ and $y_2 = f(x_2)$ yields
\[
[\lambda f(x_1) + (1 - \lambda)f(x_2)]^2 \leq \lambda f^2(x_1) + (1 - \lambda)f^2(x_2).
\] (56)

Combining (54) and (56) yields
\[
f^2(\lambda x_1 + (1 - \lambda)x_2) \leq \lambda f^2(x_1) + (1 - \lambda)f^2(x_2),
\] (57)

which proves the convexity of $f^2$.

We now proceed with the proof of Theorem 4.7. Fix $\omega_d \in \mathcal{R}_+$. Define the $\| \cdot \|_{\omega_d}$ norm as in the proof of Theorem 4.6. By the triangle inequality, $\| \cdot \|_{\omega_d}$ (and, in fact, every norm) is a convex operator: $\forall G_1, G_2 \in \mathcal{RH}_\infty$, $\forall \lambda \in [0, 1]$,
\[
\| \lambda G_1 + (1 - \lambda)G_2 \|_{\omega_d} \leq \| \lambda G_1 \|_{\omega_d} + \| (1 - \lambda)G_2 \|_{\omega_d}
\]
\[
= \lambda \| G_1 \|_{\omega_d} + (1 - \lambda) \| G_2 \|_{\omega_d}.
\]

Since $V(G)(\omega_d) \equiv \| G \|_{\omega_d}^2$, it follows that for each $\omega_d \in \mathcal{R}_+$, $\sqrt{V(G)(\omega_d)}$ is convex in $G$. By the Lemma, it follows that for each $\omega_d \in \mathcal{R}_+$, $V(G)(\omega_d)$ is convex in $G$.

**Proof of Theorem 5.1**

The following technical result, proved in [93], is needed:

**Lemma** Let $J(s) = 1/(\tau s + 1)^p$ where $p$ is a nonnegative integer and where $\tau > 0$ is a parameter. Then, for all $R \in \mathcal{RH}_2$, $\lim_{\tau \to 0} \| R(1 - J) \|_2 = 0$.

To prove the theorem, fix $\omega_d^* \in \mathcal{R}_+$. The idea of the proof of the first point in the theorem is to construct a “minimum-variance” controller, that is, a linear time-invariant (LTI) rational controller that minimizes the variance of $y$ for the particular value $\omega_d = \omega_d^*$, then to approximate that controller by a proper LTI rational controller. Throughout the proof, the standard acronyms ORHP (open right-half-plane), CRHP (closed right-half-plane), OLHP (open left-half-plane), and CLHP (closed left-half-plane) are used.

The minimum-variance controller development has been divided into three steps, closely following the methods used in [1]. The first step
is to use Lemma 5.2 to parameterize all internally stabilizing controllers in terms of the Youla parameter \( Q \): There exist \( N, M, X, Y \in \mathcal{RH}_\infty \) such that
\[
P_3 P_1 = \frac{N}{M} \quad \text{and} \quad NX + MY = 1,
\]
(58)
and every internally stabilizing controller \( C \) can be written as
\[
C = \frac{X + MQ}{Y - NQ}
\]
(59)
for some \( Q \in \mathcal{RH}_\infty \). Furthermore, every \( Q \in \mathcal{RH}_\infty \) generates an internally stabilizing controller via (59).

The second step is to write \( V(G)(\omega_d^*) \) in terms of \( Q \). Let \( \bar{F} \) denote the filter \( F \) when \( \omega_d = \omega_d^* \): \( \bar{F}(s) = \omega_d^*/(s + \omega_d^*) \). Then,
\[
G\bar{F} = \frac{P_3 P_2 \bar{F}}{1 + P_3 P_1 C} = \frac{P_3 P_2 F}{1 + (N/M)((X + MQ)/(Y - NQ))}
\]
\[
= P_3 P_2 \bar{F}MY - P_3 P_2 \bar{F}MNQ.
\]
(60)
Define
\[
V = P_3 P_2 \bar{F}MY \quad \text{and} \quad U = P_3 P_2 \bar{F}MN,
\]
(61)
and use Lemma 5.1 to factor \( U \) as \( U = U_{ap} U_{mp} \). Then \( G\bar{F} = V - U_{ap} U_{mp} Q \), and
\[
V(G)(\omega_d^*) = \|G\bar{F}\|_2^2 = \|V - U_{ap} U_{mp} Q\|_2^2
\]
\[
= \|U_{ap}(U_{ap}^{-1} V - U_{mp} Q)\|_2^2 = \|U_{ap}^{-1} V - U_{mp} Q\|_2^2,
\]
(62)
where the last equality follows because \( U_{ap} \) is an all-pass filter. This completes the second step. To proceed further, the following six results are needed:

Claim A  \( U \) and \( V \) are stable.

Proof of Claim A  Since \( P_2, \bar{F}, M, \) and \( N \) are stable, any unstable poles in \( U = P_3 P_2 \bar{F}MN \) must be unstable poles of \( P_3 \). However, all CRHP poles of \( P_3 \) are CRHP zeros of \( M \) (by (58), Lemma 5.2, and Assumption 6), so it follows that the unstable poles of \( P_3 \) must be canceled in
forming $P_3P_2\bar{F}MN$. Therefore, $U$ is stable. Using similar reasoning, $V = P_3P_2\bar{F}MY$ can be shown to be stable.

**Claim B**  The following set equality holds:

\[
\{\text{CRHP zeros of } U\} = \{\text{CRHP zeros of } P_1\} \cup \{\text{CRHP zeros of } P_2\} \\
\quad \cup \{\text{CRHP zeros of } P_3\} \cup \{\text{CRHP zero of } P_3\} \\
\quad \cup \{\text{CRHP poles of } P_1\},
\]

where set membership includes multiplicities.

**Proof of Claim B**  By Lemma 5.2, the CRHP zeros of $N$ are the CRHP zeros of $P_3P_1$ and the CRHP zeros of $M$ are the CRHP poles of $P_3P_1$. Using these facts, the fact that $\bar{F}$ has no zeros, and Assumption 6, it follows that the CRHP zeros of $U = P_3P_2\bar{F}MN$ are the members of the set

\[
\{\text{CRHP zeros of } P_3\} \cup \{\text{CRHP zeros of } P_2\} \cup \{\text{CRHP zeros of } P_3\} \\
\quad \cup \{\text{CRHP zeros of } P_1\} \cup \{\text{CRHP poles of } P_3\} \cup \{\text{CRHP poles of } P_1\}
\]

that are not canceled by poles in forming $P_3P_2\bar{F}MN$. Since $P_2, \bar{F}, M,$ and $N$ are stable, and since, by Claim A, $P_3P_2\bar{F}MN$ is stable, the only CRHP pole-zero cancelations are between the CRHP poles of $P_3$ and the corresponding zeros of $M$. Thus, the CRHP zeros of $U$ are

\[
\{\text{CRHP zeros of } P_3\} \cup \{\text{CRHP zeros of } P_2\} \cup \{\text{CRHP zeros of } P_3\} \\
\quad \cup \{\text{CRHP zeros of } P_1\} \cup \{\text{CRHP poles of } P_1\}.
\]

**Claim C**  $U_{mp}Q \in \mathcal{RH}_2$.

**Proof of Claim C**  It is necessary to show that $U_{mp}Q$ is stable and strictly proper. Stability follows from the stability of $U_{mp}$ (by Claim A and Lemma 5.1) and from the stability of $Q$. Strict properness follows from the properness of $Q, P_3, P_2, M,$ and $N$, and from the strict properness of $\bar{F}$.

**Claim D**  $U_{mp}$ has no zeros in the CRHP.

**Proof of Claim D**  By definition, $U_{mp}$ has no zeros in the ORHP, so it only remains to show that $U_{mp}$ has no zeros on the imaginary axis. Since $U_{ap}$ cannot have poles or zeros on the imaginary axis, the set of
imaginary axis zeros of $U_{mp}$ must equal the set of imaginary axis zeros of $U = U_{ap}U_{mp}$. By Claim B, this set equals the set

$$\{\text{imaginary axis zeros of } P_1\} \cup \{\text{imaginary axis zeros of } P_2\}$$

$$\cup \{\text{imaginary axis zeros of } P_3\} \cup \{\text{imaginary axis zeros of } P_3\}$$

$$\cup \{\text{imaginary axis poles of } P_1\},$$

which, by assumption, is empty.

**Claim E** \quad $U_{ap}^{-1}V \in \mathcal{RH}_2 + \mathcal{RH}_2^\perp$.

**Proof of Claim E** \quad It is necessary to show that $U_{ap}^{-1}V$ is strictly proper and that it has no poles on the imaginary axis. $U_{ap}^{-1}V$ is strictly proper since $U_{ap}$ is biproper and $V = P_3P_2FMY$ is strictly proper. ($V$ is strictly proper since $P_3$, $P_2$, $M$, and $Y$ are proper and $F$ is strictly proper.) $U_{ap}^{-1}V$ has no poles on the imaginary axis since $V$ is stable (by Claim A) and since $U_{ap}$ has no zeros on the imaginary axis (because $U_{ap}$ is an all-pass filter).

**Claim F** \quad The following set equality holds:

$$\{\text{CRHP poles of } U_{ap}^{-1}V\}$$

$$= \{\text{ORHP zeros of } P_1\} \cup \{\text{ORHP zeros of } P_3\},$$

where set membership includes multiplicities.

**Proof of Claim F** \quad By Claim E, $U_{ap}^{-1}V$ has no poles on the imaginary axis, so we need only consider ORHP poles of $U_{ap}^{-1}V$. Since $V$ is stable, any ORHP poles of $U_{ap}^{-1}V$ must also be ORHP poles of $U_{ap}^{-1}$, i.e., ORHP zeros of $U_{ap}$. Such zeros coincide with the ORHP zeros of $U$. Therefore, the ORHP poles of $U_{ap}^{-1}V$ are the ORHP zeros of $U = P_3P_2FMY$ that are not also ORHP zeros of $V = P_3P_2FMY$. These are exactly the ORHP zeros of $N$ that are not also ORHP zeros of $Y$. But $N$ and $Y$ have no common ORHP zeros: If they did, say at $s = s_0$, then, by the stability of $X$ and $M$, $N(s_0)X(s_0) + M(s_0)Y(s_0) = 0$, which contradicts (58). Therefore, the ORHP poles of $U_{ap}^{-1}V$ are the ORHP zeros of $N = P_3P_1$. The proof is complete on recognition that the ORHP zeros of $P_3P_1$ are $\{\text{ORHP zeros of } P_1\} \cup \{\text{ORHP zeros of } P_3\}$, by Assumption 6.
The third step in the minimum-variance control development is to find the stable transfer function $Q$ that minimizes (62). Use Claim E and Lemma 5.3 to write $U_{ap}^{-1} V = (U_{ap}^{-1} V)_{st} + (U_{ap}^{-1} V)_{un}$. Hence, by (62),

$$V(G)(\omega_d^*) = \|(U_{ap}^{-1} V)_{st} + (U_{ap}^{-1} V)_{un} - U_{mp} Q\|_2^2. \quad (63)$$

By Claim C, the second part of Lemma 5.3 can be applied to (63) to yield

$$V(G)(\omega_d^*) = \|(U_{ap}^{-1} V)_{un}\|_2^2 + \|(U_{ap}^{-1} V)_{st} - U_{mp} Q\|_2^2. \quad (64)$$

By Claim D, $U_{mp}^{-1}$ is stable, so if $Q$ is chosen to be the stable (but possibly improper) transfer function

$$Q_{im} \triangleq U_{mp}^{-1}(U_{ap}^{-1} V)_{st}, \quad (65)$$

then (64) is minimized, and the minimum variance is

$$\|(U_{ap}^{-1} V)_{un}\|_2^2. \quad (66)$$

If $Q_{im}$ happens to be proper, then the minimum-variance controller development is complete: use $Q = Q_{im}$ in (59) to compute the controller. On the other hand, if $Q_{im}$ is improper, then it is necessary to find a proper $Q$ that is "close" to the optimal $Q_{im}$; an appropriate choice for $Q$ is

$$Q(s) = Q_{im}(s) \frac{1}{(\tau s + 1)^p}, \quad (67)$$

where $p > 0$ is an integer sufficiently large so that $Q$ is proper, and where $\tau > 0$ is a small real number. This is an "appropriate" choice for $Q$ since the variance (64) converges to (66) as $\tau \to 0$. (To prove this, let $J(s) = 1/(\tau s + 1)^p$ and $R = (U_{ap}^{-1} V)_{st}$. Then the difference between (64) and (66) is $\|R(1 - J)\|_2^2$, which, by the Lemma at the beginning of the proof, tends to zero as $\tau \to 0$.)

We now invoke the minimum-phase assumption (i.e., the third assumption in the theorem statement). Since the zeros of $P_1$ and $P_3$ are in the OLHP, it follows from Claim F that $U_{ap}^{-1} V$ is stable. Hence, $(U_{ap}^{-1} V)_{un} = 0$ and $(U_{ap}^{-1} V)_{st} = U_{ap}^{-1} V$. Thus, in the minimum-phase case, the minimum variance (66) is zero, and the optimal $Q_{im}$,
from (65), is

\[ Q_{im} = U_{mp}^{-1}(U_{ap}^{-1}V)_{st} = U_{mp}^{-1}U_{ap}^{-1}V = \frac{V}{U} = \frac{P_3P_2FMY}{P_3P_2FMN} = \frac{Y}{N}. \]

Hence, the Youla parameter for the minimum-phase case is

\[ Q(s) = \frac{Y(s)}{N(s)} \left( \frac{1}{\tau s + 1} \right)^p, \quad (68) \]

where \( p \geq 0 \) is a sufficiently large integer and where \( \tau > 0 \) is a parameter. Given \( \epsilon > 0 \), the closed-loop variance can be made less than \( \epsilon \) by choosing sufficiently small \( \tau \). This proves the first point in the theorem.

To prove the second point in the theorem, note that, since \( \Omega \) is bounded, there exists a \( \omega_d^* \in \mathcal{R}_+ \) such that \( \omega_d \in \Omega \Rightarrow \omega_d < \omega_d^* \). Using this value of \( \omega_d^* \) in (28) yields

\[ \forall \epsilon > 0, \exists \bar{\tau} > 0 \text{ such that } \forall \tau \in (0, \bar{\tau}), \quad V(G)(\omega_d^*) < \epsilon. \]

This, together with the fact that \( V \)-transforms are increasing functions (Theorem 4.3), proves the second point.

To prove the third point, fix \( \omega_d^* > 0 \) and \( \gamma > 0 \). By definition of \( \text{DGM}_\gamma \), for sufficiently small \( V(G)(\omega_d^*) \), \( \text{DGM}_\gamma \) can be made arbitrarily large. Hence, by (28), there exists a \( \bar{\tau} \) (call it \( \bar{\tau}_1 \)) such that \( \forall \tau \in (0, \bar{\tau}_1) \), \( \text{DGM}_\gamma \geq \text{DGM}_{\text{min}} \). Similarly, there exists a \( \bar{\tau}_2 \) such that \( \forall \tau \in (0, \bar{\tau}_2) \), \( \text{DBM}_\gamma \geq \text{DBM}_{\text{min}} \). Choose \( \bar{\tau} = \min \{\bar{\tau}_1, \bar{\tau}_2\} \) to complete the proof.

**Proof of Theorem 5.2**

The proof proceeds exactly as the proof of Theorem 5.1 up to the end of the paragraph that includes Eq. (67). The expression in (66) plays the role of \( \alpha \) in the theorem statement; it is nonzero if and only if \( U_{ap}^{-1}V \) has ORHP poles, which, by Claim F, occurs precisely when either \( P_1 \) or \( P_3 \) has ORHP zeros. The Youla parameter in (30) is that in (67). Property (31) follows by the discussion immediately following (67).

To prove the second point in the theorem, define \( \text{B}_{\text{min}} : \mathcal{R}_+ \rightarrow \mathcal{R}_+ \) as follows: \( \text{B}_{\text{min}}(0) = 0 \), and, for all \( \omega_d > 0 \), \( \text{B}_{\text{min}}(\omega_d) = \alpha \), where \( \alpha \) is the \( \alpha \) from the first point in the theorem evaluated at \( \omega_d^* = \omega_d \). It follows immediately that \( \text{B}_{\text{min}} \) is a lower bound of the \( V \)-transform of any
internally-stabilizing controller, achievable by the controller with Youla parameter (30) in the limit \( r \to 0 \). The fact that \( B_{\min}(\omega_d) \) is the infimum of achievable variances at \( \omega_d \) and the fact that \( V \)-transforms are strictly increasing functions imply that \( B_{\min} \) is a strictly increasing function. The fact that \( B_{\min} \) is an analytic function follows because \( U^{-1}_{ap} V \), and, hence, \( \| (U^{-1}_{ap} V)_{un} \|_2^2 \), is rational in \( \omega_d^* \).

The third part of the theorem follows immediately from the definition of \( \text{DGM}_\gamma \), and the selection of \( B_{\min} \): For fixed \( \omega_d^* > 0 \) and \( \gamma > 0 \), set

\[
\text{DGM}_{\max} = \sqrt{\frac{\gamma}{B_{\min}(\omega_d^*)}}.
\]

To prove the final point, fix \( \omega_d^* > 0 \). Then note that \( B_{\min} \) being non-zero implies that there exists a \( \tilde{\gamma} > 0 \) and a scalar \( \text{DBM}_{\max} \) such that for all internally stabilizing controllers \( \text{DBM}_0 \leq \text{DBM}_{\max} \); in particular, choose \( \tilde{\gamma} \) to be any nonzero value in the range of function \( B_{\min} \), and then set \( \text{DBM}_{\max} = \tilde{\omega}_b/\omega_d^* \), where \( \tilde{\omega}_b > 0 \) satisfies \( B_{\min}(\tilde{\omega}_b) = \tilde{\gamma} \). The desired result then follows because \( B_{\min} \) is an increasing function.

**Proof of Theorem 5.3**

The idea behind the proof is simply to compute \( \alpha \) from Theorem 5.2. First consider the case where the nonminimum-phase zero is in \( P_3 \). Define, in addition to \( \tilde{P}_3 \) and \( \tilde{M} \),

\[
\tilde{N}(s) = \frac{N(s)}{s - z} \quad \text{and} \quad \tilde{P}_1(s) = \left[ \prod_{i=1}^{n_1} (s - p_{1,i}) \right] P_1(s).
\]

From Theorem 5.2, we then have

\[
U = (s - z)^2 \left[ \prod_{i=1}^{n_1} (s - p_{1,i}) \right] \tilde{P}_3 P_2 F^* \tilde{M} \tilde{N},
\]

\[
V = (s - z) \left[ \prod_{i=1}^{n_1} (s - p_{1,i}) \right] \tilde{P}_3 P_2 F^* \tilde{M} \tilde{Y}.
\]

Therefore,

\[
U_{ap} = \frac{(s - z)^2 \left[ \prod_{i=1}^{n_1} (s - p_{1,i}) \right]}{(s + z)^2 \left[ \prod_{i=1}^{n_1} (s + p_{1,i}) \right]}
\]
and

\[ U_{ap}^{-1} V = \frac{(s + z)^2 \prod_{i=1}^{n_1} (s + p_{1,i})}{(s - z)} \bar{P}_3 P_2 F^* \bar{M} Y = \frac{A}{s - z} + B, \]

where \( B \) is a stable transfer function and \( A \) is the residue

\[ A = 4z^2 \left[ \prod_{i=1}^{n_1} (z + p_{1,i}) \right] \bar{P}_3(z) P_2(z) F^*(z) \bar{M}(z) Y(z). \]

Thus,

\[ (U_{ap}^{-1} V)_{un} = \frac{A}{s - z}. \]

Because there are no unstable pole-zero cancelations in \( P_1 P_3 \) (by Assumption 6) and neither \( P_1 \) nor \( P_3 \) has zeros on the imaginary axis (by assumption in the theorem statement), it follows from Theorem 5.2 that the minimum achievable variance is

\[ \alpha = \left\| \frac{A}{s - z} \right\|_2^2 = \frac{A^2}{2z} \]

\[ = 8z^3 \left[ \prod_{i=1}^{n_1} (z + p_{1,i}) \right] \bar{P}_3^2(z) P_2^2(z) [F^*(z)]^2 \bar{M}^2(z) Y^2(z), \]

which is the desired result. The case where the nonminimum-phase zero is in \( P_1 \) is similar.
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