Multiple Objective Optimization of Hydro-Thermal Systems Using Ritz’s Method
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This paper examines the applicability of the Ritz method to multi-objective optimization of hydro-thermal systems. The algorithm proposed is aimed to minimize an objective functional that incorporates the cost of energy losses, the conventional fuel cost and the production of atmospheric emissions such as NOₓ and SO₂ caused by the operation of fossil-fueled thermal generation. The formulation includes a general layout of hydro-plants that may form multi-chains of reservoir network.

Time-delays are included and the electric network is considered by using the active power balance equation. The volume of water discharge for each hydro-plant is a given constant amount from the optimization interval. The generic minimization algorithm, which is not difficult to construct on the basis of the Ritz method, has certain advantages in comparison with the conventional methods.
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1. INTRODUCTION

The electric power systems are traditionally operated in such a way that the total fuel cost is minimized regardless of the emissions produced [1–4]. Recently, some papers present environmental dispatch algorithms [5] or combined optimizations for hydro-thermal
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systems [6] but they use very simple models and great simplifications. The increasing requirements to the environmental protection give rise to the need for alternative strategies. This paper presents an algorithm [7] of multi-objective dispatch in a hydro-thermal system and discusses the problem of minimization of three objectives that include the usual minimum total quadratic fuel cost objective, the minimum SO$_2$ and NO$_x$ emissions objective in quadratic form and the cost of energy losses. The loss objective and the reduction of emissions are expressed in monetary units to be compatible with the fuel objective of the dispatching problem. The algorithm is constructed with the use of the Ritz method.

The form of the emission function model depends (among other things) on the emission type. It is generally acknowledged that for SO$_2$ the emissions are proportional to the thermal unit's fuel consumption. As a result, the sulfuric emission function will be of the same form as that of the fuel cost function used in the economic dispatch. The NO$_x$ emissions function is less straightforward to represent because these emissions are highly nonlinear in $P$. Several models have been used to represent the emission levels: the sum of a quadratic and an exponential term, a second order polynomial, a combination of a straight line and an exponential term, etc. We take for the function $E(P)$ the second order polynomial, $E(P) = \varepsilon P + \sigma P^2$, where the parameters are computed via the least square criteria from several tests. Also, the choice of a factor which converts transmission losses to equivalent thermal generation cost is a crucial aspect of the process and we use an approach to calculate the value of this factor.

In this work, we apply the Ritz method for the actual computer implementation of the optimal strategies in this hydro-thermal scheduling (HTS) problem of short range. The hydro-network is assumed to have several chains of hydro-plants on different streams. The volume of water discharge for each hydro-plant is a prespecified constant amount over the optimization interval, and we consider the river transport delay. Finally, the algorithm developed for this problem has been successfully applied to one real system; these results are presented below.

2. MATHEMATICAL OPTIMIZATION TECHNIQUES

In this Section, we discuss the problem of minimization of a quadratic functional [8]. Let $F$ be a heterogeneous quadratic functional over a
domain $D(F) \subseteq H$, where $H$ is a Hilbert space. The functional $F(x)$ assumes its minimum value $F_0$ at $x^*$. We seek an element $x$ to approximate $F_0$. A simple and efficient method of approximate solution of this problem was proposed by Ritz.

Let $g(u)$ be a homogeneous quadratic functional corresponding to the bilinear symmetric form $G(u, v)$, over the same domain $D(F)$ and such that $g(u) = G(u, u)$. Let $l(u)$ be a linear (that is, additive and homogeneous, but not necessarily bounded) functional such that its domain is $D(F)$. Let $F$ be the functional: $F(x) = g(x) - 2lx$, and let us assume that the functional $g$ is positive, that is: $g(x) \geq 0$ for $x \neq 0$, $x \in D(F)$.

**Lemma 1** If the homogeneous quadratic functional $g$ is positive definite, that is, there exists a constant $m_0 \geq 0$ such that: $g(x) \geq m_0 \|x\|^2$ and the functional $l$ is bounded, then the functional $F$ is bounded from below.

In this case the problem of minimization of $F$ makes sense. Let us introduce now the following concept.

A sequence $\{x^{(n)}\}_{n=1}^{\infty}$ of $D(F)$ is called minimizing for the functional $F$ if: $F(x^{(n)}) \to F_0 = \inf F(x)$.

It is easy to prove that the Ritz approximate solutions form a minimizing sequence. Now we describe the Ritz process. We take the coordinate elements $\{u_i\}_{i=1}^{\infty}$ in $D(F)$, and will assume that every finite set of coordinate elements is linearly independent. Then we introduce the subspaces: $H^{(n)} = L(u_1, \ldots, u_n) \in D(F)$. We shall also use the following lemma.

**Lemma 2** The functionals $g(x)$ and $lx$ are continuous in each space $H^{(n)}$ and the functional $g(x)$ is positive definite in each space $H^{(n)}$, that is, there exist positive constants $m_n$ such that:

$$g(x) \geq m_n \|x\|^2 \quad (x \in H^{(n)}).$$

Let $F_n = \inf_{x \in H^{(n)}} F(x)$. Then $\forall n$ in $H^{(n)}$ there exists only one element where $F = F_n$.

The Ritz method consists in seeking the minimum of $F$ not in $H$ but in $H^{(n)}$, the $n$-dimensional subspace spanned by $\{u_i\}_{i=1}^{n}$. In other words, $x \in H^{(n)}$ can be written as $x = \sum_{i=1}^{n} a_i u_i$ where $a_1, \ldots, a_n$ are constants, and we thus seek the minimum of the function of $n$
variables, \( F(\sum_{i=1}^{n} a_i u_i) = F(a_1, \ldots, a_n) \). In this case

\[
F(a_1, \ldots, a_n) = \sum_{i,j=1}^{n} a_i a_j G(u_i, u_j) - 2 \sum_{i=1}^{n} a_i l u_i.
\]

As is easy to see, to minimize \( F \) amounts to solving the system of equations, \( 0 = \partial F / \partial a_k \). If we take for the \((a_i)_{i=1}^{n}\) the solution of the latter system, then the elements \( x^{(n)} \), depending on the coordinate elements \( (u_1, \ldots, u_n) \), will be called the Ritz approximate solutions of the basic optimization problem and \((a_i)_{i=1}^{n}\) will be called the Ritz coefficients. It is worth noting that the approximate solution does not change if the functional is of the general form \( F(x) = g(x) - 2l x + c \), where \( c \) is a constant.

Let us now consider the problem of determining the minimum of the functional

\[
F(x) = (Ax, x) - 2(y^*, x) \quad (x \in D(A)),
\]

which is called the energy functional. Later on, it will be our cost functional. The next sections will be devoted to its construction. The following is supposed: (a) the operator \( A \) is symmetric, that is, \( \forall u, v \in D(A) \) we have \( (Au, v) = (u, Av) \); (b) the operator \( A \) is positive definite, that is, there exists a constant \( m_0 > 0 \) such that \( \forall u \in D(A) \) \( (Au, u) \geq m_0 ||u||^2 \); (c) \( y^* \in R(A) \). Let us assume that \( D(F) = D(A) \), \( G(u, v) = (Au, v) \), \( lu = (u, y^*) \) for \( u, v \in D(F) \), then the energy functional can be written as \( F(x) = g(x) - 2lx \).

We now make use of the following construction [8]. Define a new scalar product (the scalar energy product) setting

\[
[u, v] = (Au, v) \quad \text{for} \; u, v \in D(A),
\]

and the new energy norm \( |u| = [u, u] \).

Let us complete \( D(A) \) with respect to this norm \( |*| \). It is not difficult to verify that in the result of this completion \( D(A) \) becomes a new Hilbert space \( H_A \) which is called the energy space. Moreover, if \( u_i \in D(A) \), which is dense in \( H_A \), we obtain \( H^{(n)} \subset D(A) \subset H_A \). We thus arrive at the following theorem.
THEOREM If the coordinate system is complete in $H_A$, then $x^{(n)}$ converges in $H$ and in $H_A$ to the element $x^*$ which yields the minimum of $F$.

3. HYDRO-THERMAL SYSTEM MODELS

The aim of this section is to present some fundamental aspects of modeling various parts of the electric power system. An electric power system with $m$ thermal plants and $(n - m)$ hydro-plants is studied. The following models are considered [1,2,7].

(1) Cost fuel model: For economy operation problems fuel cost of the thermal plants is approximated by:

$$F(P_{st}(t)) = \alpha_i + \beta_i P_{st}(t) + \gamma_i P_{st}^2(t).$$

Here $\alpha_i$, $\beta_i$ and $\gamma_i$ are known constants for each plant and $P_{st}(t)$ is the power generation of this plant.

(2) Emission function model: For the emissions we use a function $E(P)$ ($$/h$$) of total $NO_X$ and $SO_2$ emissions which is assumed to be a second order polynomial:

$$E(P_{st}(t)) = \varepsilon_i P_{st}(t) + \sigma_i P_{st}^2(t),$$

where the parameters were calculated via the least square criterion from several tests [7] in thermal plant of Aboño (Spain) and with the use of European penalty cases for pollution emissions.

(3) The transmission losses: The transmission losses $P_L(t)$ are assumed to be represented by the model of Kirchmayer with the following loss equation:

$$P_L(t) = K_{LO} + \sum_{i=0}^{n} B_{i0} P_i(t) + \sum_{i=1}^{n} \sum_{j=1}^{n} P_i(t) B_{ij} P_j(t),$$

where $K_{LO}$, $B_{i0}$ and $B_{ij}$ are known parameters of system and $P_i(t)$ is the generation power. The choice of a factor $\phi$ which converts transmission losses to equivalent thermal generation cost is a crucial aspect of the process [6]. We calculate $\phi$ as the incremental cost of generation given by:

$$\phi_i = \frac{\beta_i + 2\gamma_i P_i}{1 - 2B_{ii} P_i}; \quad i = 1, 2, \ldots, m.$$
The average value of $\phi$ is given by the average of $\phi_i$ over all time instants.

(4) Electric network model: The generation schedule must satisfy the active power balance equation:

$$\sum_{i=1}^{n} P_i(t) = P_D(t) + P_L(t).$$

denoted by APBE. Here $P_D(t)$ is the system power demand.

(5) Hydro-network model: The hydro-network is assumed to have several chains of hydro-plants on different streams as well as hydraulically isolated plants. Let us denote by $R_h$ the set of all hydro-plants in the system. We assume that the rate of discharge at the upstream plant affects the behavior at the downstream plants. We say that the hydraulic system has hydraulic coupling. The time delay of water discharge between two consecutive plants is assumed to be a constant $\tau$.

The variables of the system are: $q_i(t)$, rate of water discharge by $i$ plants; $\tau_i$, time delay of water between $i$ and downstream reservoir; $Q_i(t)$, volume of water discharge by $i$ plants. The hydraulic power is

$$P_{hm+i}(t) + A_{m+i} q_{m+i}(t) + B_{m+i} q_{m+i}(t) Q_{m+i}(t) + C_{m+i} q_{m+i}^2(t) = 0; \quad (i \in R_{hCA}).$$

$$P_{hm+i}(t) + A_{m+i} q_{m+i}(t) - B_{m+i} q_{m+i}(t) \sum_{j \in R_{hi}} Y_j(t, \tau_j) + B_{m+i} q_{m+i}(t) Q_{m+i}(t) + C_{m+i} q_{m+i}^2(t) = 0; \quad (i \in R_{hID}).$$

where $R_{hCA}$ is the set of all upstream and isolated plants and $R_{hID}$ is the set of intermediate, and downstream hydro-plants. The parameters $A_{m+i}(t)$, $B_{m+i}$ and $C_{m+i}$ are known for hydro-plants and the function $Y_j(t, \tau_j)$ is

$$Y_j(t, \tau_j) = \begin{cases} 
\Psi_j(t, \tau_j) & \text{for } 0 \leq t \leq \tau_j \\
\Psi_j(\tau_j, \tau_j) + Q_j(t - \tau_j) & \text{for } \tau_j < t < T_f 
\end{cases} \quad j \in R_{hi}$$

where

$$\Psi_j(t, \tau_j) = \int_{-\tau_j}^{t-\tau_j} q_j(x) \, dx, \quad j \in R_{hi}, \quad t \leq \tau_j.$$

Finally, it is assumed that the volume of water discharge $b_i$ for each hydro-plant is a given constant amount from the optimization interval
[0, T_f], and is given by:
\[
\int_0^{T_f} q_i(t) \, dt = b_i.
\]

4. STATEMENT OF THE PROBLEM

An electric power system with \( m \) thermal plants and \((n - m)\) hydro-plants in \( w \) chains of hydro-plants on different streams is considered. In order to simplify the formulation, let us consider only one chain, and the results are generalized easily. The problem is to determine the power generation of each plant in order to minimize a combined objective in the optimization interval \([0, T_f]\):

\[
J = \int_0^{T_f} \left\{ \kappa_1 \sum_{i=1}^{m} \left( \alpha_i + \beta_i P_{si}(t) + \gamma_i P_{si}^2(t) \right) \\
+ \kappa_2 \sum_{i=1}^{m} \left( \epsilon_i P_{si}(t) + \sigma_i P_{si}^2(t) \right) + \kappa_3 \phi \sum_{i=1}^{n} B_{ii} P_i^2(t) \right\} \, dt.
\]

Here \( \kappa_1, \kappa_2, \) and \( \kappa_3, (\kappa_i \leq 1, \kappa_1 + \kappa_2 + \kappa_3 = 1) \) are weighing constants assigning relative values to the three cost components. The problem is to be solved under the following conditions:

\[
K_{LO} + \sum_{i=1}^{n} \sum_{j=1}^{n} P_i(t) B_{ij} P_j(t) + \sum_{i=0}^{n} (B_{i0} - 1) P_i(t) + P_D(t) = 0.
\]

\[
q_{m+i}(t) - Q_{m+i}(t) = 0; \quad (i \in R_\text{h}).
\]

\[
P_{hm+i}(t) + A_{m+i}(t) q_{m+i}(t) + B_{m+i} q_{m+i}(t) Q_{m+i}(t) \\
+ C_{m+i} q_{m+i}^2(t) = 0; \quad (i \in R_\text{hCA}).
\]

\[
P_{hm+i}(t) + A_{m+i}(t) q_{m+i}(t) - B_{m+i} q_{m+i}(t) \sum_{j \in R_{hi}} Y_j(t, \tau_j) \\
+ B_{m+i} q_{m+i}(t) Q_{m+i}(t) + C_{m+i} q_{m+i}^2(t) = 0; \quad (i \in R_\text{hID}).
\]

\[
Y_j^2(t, \tau_j) = \begin{cases} 
\Psi_j^2(t, \tau_j) & \text{for } 0 \leq t \leq \tau_j, \\
\Psi_j^2(\tau_j, \tau_j) + Q_j^2(t - \tau_j) + 2 \Psi_j(\tau_j, \tau_j) Q_j(t - \tau_j) & \text{for } \tau_j < t < T_f.
\end{cases}
\]
Furthermore, the water discharge at each hydro-plant has to satisfy the following constraint on the volume of water used, which is taken from the optimization interval:

$$\int_0^{T_i} q_i(t) \, dt = b_i.$$

To satisfy these constraints, we introduce the unknown functions of time \(l(t), m_i(t), n_i(t),\) and \(r_i(t)\) which correspond to the previous constraints and the unknown constant factor \(\mu_i\) for the constraint of the volume of water. These unknown functions, the constants \(\mu_i,\) and some suitable conditions have to be included in the cost functional forming the augmented cost functional:

$$J = \int_0^{T_i} \left\{ \kappa_1 \sum_{i=1}^{m} (\alpha_i + \beta_i P_{s1i}(t) + \gamma_i P_{s2i}^2(t)) \\
+ \kappa_2 \sum_{i=1}^{m} (\varepsilon_i P_{s1i}(t) + \sigma_i P_{s2i}^2(t)) + \kappa_3 \phi \sum_{i=1}^{n} B_{ji} P_{j}^2(t) \\
+ l(t) \left[ K_{LO} + \sum_{i=1}^{n} \sum_{j=1}^{n} P_{i}(t) P_{j}(t) + \sum_{i=0}^{n} (B_{i0} - 1) P_{i}(t) + P_{D}(t) \right] \\
+ \sum_{i \in R_{h}} m_{m+i}(t) \left[ q_{m+i}(t) - Q_{m+i}(t) \right] \\
+ \sum_{i \in R_{CA}} n_{m+i}(t) [P_{hm+i}(t) + A_{m+i}(t) q_{m+i}(t)] \\
+ B_{m+i} q_{m+i}(t) Q_{m+i}(t) + C_{m+i} q_{m+i}^2(t) \\
+ \sum_{i \in R_{AD}} n_{m+i}(t) \left[ P_{hm+i}(t) + A_{m+i}(t) q_{m+i}(t) \right] \\
- B_{m+i} q_{m+i}(t) \sum_{j \in R_{di}} Y_{j}(t, \tau_j) + B_{m+i} q_{m+i}(t) Q_{m+i}(t) + C_{m+i} q_{m+i}^2(t) \right\} \, dt - \sum_{i \in R_{AD}} \sum_{i \in R_{h}} \int_0^{T_i} r_j(t) \Psi_j^2(t, \tau_j) \, dt \\
- \sum_{i \in R_{AD}} \sum_{i \in R_{h}} \int_{\tau_j}^{T_i} r_j(t) \left[ \Psi_j^2(t, \tau_j) + Q_j^2(t - \tau_j) + 2 \Psi_j(t, \tau_j) Q_j(t - \tau_j) \right] \\
+ \int_0^{T_i} \sum_{i \in R_{h}} \mu_{m+i} q_{m+i}(t) \, dt - \sum_{i \in R_{h}} \mu_{m+i} b_{m+i}.
This cost functional can be written in matrix form. Let us define the control vector, \( u(t) = \text{col}[P(t) \ W(t)] \), where \( P(t) \) is a column vector of all active power generations, and \( W(t) = \text{col}[W_i(t): i \in R_h] \).

Each of the hydro-plants offers a subvector \( W_i(t) \), and each of the hydro-subvectors has a dimension and a definition that depend on the category of the plant. Thus we have:

\[
W_i(t) = \begin{bmatrix} Q_i(t) \\ q_i(t) \end{bmatrix} \quad i \in R_{hCA}; \\
W_i(t) = \begin{bmatrix} Q_i(t) \\ q_i(t) \\ Y_{iiw}(t) \end{bmatrix} \quad i \in R_{hID}
\]

with \( Y_{iiw}(t) = \text{col}[Y_j(t, \tau_j): j \in R_{hi}], i \in R_{hID} \).

With the above preliminary definitions, the problem is readily formulated as:

\[
J[u(t)] = \int_0^{T_f} [u^T(t)B(t)u(t)] \, dt + \int_0^{T_f} [L^T(t)u(t)] \, dt + c,
\]

where the matrix \( B(t) \), the vector \( L(t) \), and the constant \( c \) are defined and calculated in Bayón [7]. Let us define:

\[
G(u, u) = (Au, u) = \int_0^{T_f} [u^T(t)B(t)u(t)] \, dt,
\]

\[
l \cdot u = \int_0^{T_f} [L^T(t)u(t)] \, dt; \quad c = -\sum_{i \in R_h} \mu_i b_i.
\]

The cost functional can be written as:

\[
F(u) = (Au, u) - 2hu + c \quad (u \in D(A)).
\]

With these preliminaries at hand, we conclude that the problem is ready for casting as a problem of the minimum of a quadratic functional. In considering the problem formulated, we will have the following assertion which is a simple consequence of the definitions given; see, for example [1]:

(i) \( g(u) \): symmetric and positive definite functional.
(ii) \( l(u) \): linear and bounded functional.
Under the above conditions every minimizing sequence for the functional \( F(u) \) converges in \( H_A \) to the element which yields the minimum of \( F(u) \). Let us choose the energy space: \( L^2_B[0, T_f] \equiv H_A \). The vector \( u(t) \) is considered as an element of the Hilbert energy space of \( n \) vector-valued square-integrable functions defined on \([0, T_f]\), whose inner product is given by:

\[
[v(t), u(t)] = (Av, u) = \int_0^{T_f} [v^T(t)B(t)u(t)] \, dt.
\]

The question of a rational choice of the coordinate functions plays a fundamental role in the present work. For the sake of simplicity, we choose as the coordinate functions the system \( \{t^i\}_{i=0}^\infty \), which satisfy the required boundary conditions. It is not difficult to verify [8] that the above-formulated conditions are satisfied. That is, the elements are linearly independent and form a complete system in the energy space \( H_A \), which completes the study of the questions related to the construction of approximate solutions and verification of their convergence.

The approximate solutions are usually constructed as the linear combination of two or even one coordinate function.

5. OPTIMAL SOLUTION

In this section, we present a solution of the basic optimization problem under the above-formulated assumptions. The Ritz method consists in seeking the minimum of \( F \) not in \( H_A \), but in \( H^{(n)} \), the \( n \)-dimensional subspace spanned by \( \{w_i\}_{i=1}^n \). In other words, \( x \in H^{(n)} \) can be written as:

\[
x = \sum_{i=1}^n a_i w_i.
\]

Let us now consider the approximations to our control variables. We note here that the augmented and modified cost functional [7] depends only on two control variables: the thermal power generation \( P_{si}(t) \), and the rate of water discharge by hydro-plants \( q_i(t) \).
In general, with the coordinate functions \( w_i(t) \), the approximations are given by:

\[
P_{si}(t) = P_{si}(0) + \sum_{l=1}^{f} d_i^l w_l(t) \quad i = 1, 2, \ldots, m,
\]

\[
q_{m+i}(t) = q_{m+i}(0) + \sum_{l=1}^{f} c_{m+i}^{m+i} w_l(t) \quad i = 1, 2, \ldots, n - m,
\]

where \( f \) is the number of coordinate functions and the dimension of the subspace \( H^{(m)} \).

The results of computational experiments with a number of algorithms and samples show a very fast convergence of the minimizing sequence to the exact solution. In order to avoid instability of the Ritz process, and for simplicity on calculations, we choose the system of coordinate functions \( w_i(t) \equiv \{ t^i \}_{i=0}^{\infty} \) and take for the approximate Ritz representation (solution) only one coordinate function. Under this assumption, we have:

\[
P_{si}(t) = P_{si}(0) + d_i^j(t) \quad i = 1, 2, \ldots, m,
\]

\[
q_{m+i}(t) = q_{m+i}(0) + c_{m+i}^{m+i}(t) \quad i = 1, 2, \ldots, n - m.
\]

Now, we adopt a variational calculus approach that employs Lagrange multipliers \( l(j) \) and \( \mu_i \). This approach simply transforms the constrained problem into a nonlinear unconstrained problem, where the function depends of the \( n \times f \times q \) Ritz coefficients (\( f \) for each thermal or hydro-plant of the system and one for each node). We now consider the problem of the minimum of the function of \( n \) variables:

\[
J = F(a_1, \ldots, a_{n+f+q}, l(1), \ldots, l(q), \mu_{m+1}, \ldots, \mu_m).
\]

The set of equations defining the optimality can be obtained simply by setting the gradients of the augmented cost \( J \) with respect to the unknowns equal to zero. The nonlinear system of equations is:

\[
\frac{\partial F}{\partial d_i^{l,j}} = 0; \quad i = 1, 2, \ldots, m; \quad l = 1, 2, \ldots, f; \quad j = 1, 2, \ldots, q,
\]

\[
\frac{\partial F}{\partial c_{i}^{m+i,j}} = 0; \quad i = 1, 2, \ldots, n - m; \quad l = 1, 2, \ldots, f; \quad j = 1, 2, \ldots, q,
\]

\[
\frac{\partial F}{\partial l(j)} = 0; \quad j = 1, 2, \ldots, q,
\]

\[
\frac{\partial F}{\partial \mu_{m+i}} = 0; \quad i = 1, 2, \ldots, n - m.
\]
We know that Newton’s method for solving nonlinear equations has an unfortunate tendency to wander off into the wild blue yonder if the initial guess is not sufficiently close to the root. A global method is the one that converges to a solution from almost any starting point.

To resolve this system we will develop an algorithm that combines the rapid local convergence of Newton’s method with a globally convergent strategy that will guarantee some progress towards the solution at each iteration. The classic algorithm [9] is close to the quasi-Newton method of minimization and it is called the line searches and backtracking (LSB) method.

6. A NUMERICAL EXAMPLE

A computer program (Fortran 77) [7] was written to apply the results obtained in this paper to practical power system. The units for the coefficients of the thermal plants are: $\alpha$ in ($$/\text{h}$); $\beta$ and $\varepsilon$ in ($$/\text{h} \cdot \text{MW}$); $\gamma$ and $\sigma$ in ($$/\text{h} \cdot \text{MW}^2$), the transmission loss coefficients $B_{ii}$ are in (1/MW) and the initial power $P(0)$ in (MW). The data of the thermal plants and hydro-plants are summarized in Tables I and II respectively.

The units for the coefficients of the hydro-plants are: the efficiency $G$ in ($$/\text{h} \cdot \text{MW}$), the restriction on the volume $b$ in ($$/\text{ft}^3$), the loss coefficients $B_{ii}$ in (1/MW), the natural inflow $i$ in ($$/\text{ft}^3$/h), the initial volume $S(0)$ in (E9 $$/\text{ft}^3$), the coefficients $B_T$ in (E - 8 $$/\text{ft}^{-2} \cdot \text{h}$), the coefficients $B_Y$ in (E - 12 $$/\text{ft}^{-2}$), the time delay $\tau$ in (h) and $q(0)$ in ($$/\text{ft}^3$/h). The reader is referred to Suárez [2] for the relation between $S(0)$, $i$, $B_T$ and $B_Y$ with the coefficients $A$, $B$ and $C$.

The system consists of three thermal plants and six hydro-plants and the hydro-network is as shown in Fig. 1. The system’s power demand is shown in Fig. 2, and the variation of relative error with iterations is

<table>
<thead>
<tr>
<th>TABLE I</th>
<th>Thermal plant’s coefficients</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\alpha$</td>
</tr>
<tr>
<td>Plant 1</td>
<td>0</td>
</tr>
<tr>
<td>Plant 2</td>
<td>0</td>
</tr>
<tr>
<td>Plant 3</td>
<td>0</td>
</tr>
<tr>
<td>Plant</td>
<td>$G$</td>
</tr>
<tr>
<td>--------</td>
<td>-------</td>
</tr>
<tr>
<td>1</td>
<td>526.315</td>
</tr>
<tr>
<td>2</td>
<td>536.315</td>
</tr>
<tr>
<td>3</td>
<td>546.315</td>
</tr>
<tr>
<td>4</td>
<td>570.834</td>
</tr>
<tr>
<td>5</td>
<td>580.834</td>
</tr>
<tr>
<td>6</td>
<td>590.834</td>
</tr>
</tbody>
</table>
also shown in Fig. 3. Finally, the computed optimal active power generations for the sample system are shown only for two plants: in Fig. 4 for the thermal plant number 2 and in Fig. 5 for the hydro-plant number 4. In two cases, four studies are presented: minimization of fuel cost ($\kappa_1 = 1$), of pollution emissions ($\kappa_2 = 1$), of transmission losses
Optimization of Hydro-Thermal Systems

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{error_iteration}
\caption{Variation of relative error.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{thermal_power}
\caption{Optimal thermal power (plant 2).}
\end{figure}

\(\kappa_3 = 1\), and multi-objective optimization (\(\kappa_1 = 0.6; \kappa_2 = 0.2; \kappa_3 = 0.2\)).
The rest of plants is not presented, because it will be very extensive.

The algorithm of LSB accounts for many advantages. First of all, to run the method one does not have to start from specially selected initial values. The process leads to an optimal solution even if the
initial values were chosen as general as:

\[ q_i^{(0)} = \frac{b_i}{q}, \quad p_{s_i}^{(0)} = \frac{p_{s_{i}}^{\text{max}} + p_{s_{i}}^{\text{min}}}{2}; \]

\[ f^{(0)} \simeq \beta_i; \quad \mu^{(0)} \simeq 10^{-4}; \quad \text{for all } j = 1, 2, \ldots, q. \]

Moreover, it shows a rapid convergence to the optimal solution (in the example, it happened to be sufficient to perform 10 iterations to acquire the prescribed error) and due to the simplicity of the operations which one has to perform in this method, the realization of the method does not take much time.

7. CONCLUSIONS AND FUTURE DIRECTIONS

In this paper, a new formulation of the economic operation of hydrothermal electric power systems is given. The optimal solution for the problem is introduced with the use of the Ritz method. The formulation includes a general layout of hydro-plants that may form multi-chains of reservoir network. Time-delays are included and the electric network is considered by using the active power balance equation. The
volume of water discharge for each hydro-plant is a given constant amount from the optimization interval. A computer program was written to solve the nonlinear system of optimal equations. The program used the above-mentioned LSB method.

The main merits of the method are the following: this is a general method which can be applied to various models of hydro-thermal systems; it permits one to eliminate the variables associated with the transport delay and it can be easily applied to combined optimizations. In conclusion, this iterative technique shows a rapid convergence for such complex problems and the LSB method is sure to converge to a solution from almost any initial approximation.

However the principal merit of this method consists in the fact that this is a general method which deals with any model of the hydraulic net without any substantial modification. Hence we could easily take into account restrictions formulated in the form of inequalities

\[ P_i^{\text{max}} \geq P_i \geq P_i^{\text{min}}, \quad q_i^{\text{max}} \geq q_i \geq q_i^{\text{min}}. \]

To this end we will make use of the Kuhn–Tucker conditions or penalty functions. And also, we will be able to substitute (to perform the same steps) the APBE by the exact equations of the load flow:

\[ P_k = \sum_{j=1}^{N} e_k(e_j g_{kj} + f_j b_{kj}) + f_k(f_j g_{kj} - e_j b_{kj}); \]

\[ Q_k = \sum_{j=1}^{N} f_k(e_j g_{kj} + f_j b_{kj}) - e_k(f_j g_{kj} - e_j b_{kj}), \]

with the classic parameter defined in Suárez [2] or EI-Hawary [1].
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