A simple algorithm is developed for unbiased parameter identification of autoregressive (AR) signals subject to white measurement noise. It is shown that the corrupting noise variance, which determines the bias in the standard least-squares (LS) parameter estimator, can be estimated by simply using the expected LS errors when the ratio between the driving noise variance and the corrupting noise variance is known or obtainable in some way. Then an LS-based algorithm is established via the principle of bias compensation. Compared with the other LS-based algorithms recently developed, the introduced algorithm requires fewer computations and has a simpler algorithmic structure. Moreover, it can produce better AR parameter estimates whenever a reasonable guess of the noise variance ratio is available.

1. Introduction

Estimation of the parameters of autoregressive (AR) signals from noisy measurements has been an important topic of research in the field of signal processing [2, 4, 6]. Since the standard least-squares (LS) method is unable to produce unbiased estimates of the AR parameters in the presence of noise, many identification algorithms have been developed with a view to achieving unbiasedness in AR signal estimation; for instance, the modified Yule-Walker (MYW) equations method [1], the maximum likelihood (ML) method [7], the recursive prediction error (RPE) method [3], the modified least-squares (MLS) method [5], and the improved least-squares (ILS) methods [8, 9]. It is of interest to note that the ILS-type algorithms are built on the simple idea of estimating the variance of the corrupting noise in an efficient way and then removing the noise-induced bias from the standard LS estimator in a straightforward way so as to attain unbiased AR parameter estimates. The good performances of the ILS-type algorithms are as follows. Firstly, as a linear regression-based method, the ILS-types methods require much less numerical efforts than the ML method, the RPE method, and the MLS method. Secondly, the ILS-type algorithms not only are well suited for online estimation, but also have much better numerical robustness than the MYW method. Thirdly, unlike the ML method and
the MYW method, the ILS-type algorithms can simultaneously estimate the corrupting noise variance and the signal power that may be required in certain signal processing applications.

The objective of the present paper is to develop a simple algorithm for unbiased parameter identification of AR signals subject to white measurement noise. Note that the assumption on the measurement noise is a restriction, but it is not unrealistic. Like the other ILS-type algorithms, central to this new algorithm is the estimation of the corrupting noise variance, which determines the bias in the LS parameter estimator. However, it is observed that the other ILS algorithms need to compute some extra autocovariance estimates for the purpose of getting an estimate of the corrupting noise variance. This apparently requires added computations. In this paper, it is assumed that the ratio between the AR driving noise variance and the corrupting noise variance is given or obtainable in some way. Note that, on the one hand, this assumption may be considered as restrictive in some practical situations since it may be difficult to have information on both the driving noise and the corrupting one simultaneously. On the other hand, however, it may still conform to a number of signal processing application cases. For example, in speech processing, the level of background noise relative to a speech signal is sometimes predictable beforehand according to the experience so that a reasonable description of the noisy scenario (or the noise variance ratio) is admissible [4]. Under the imposed assumption, the corrupting noise variance can be estimated by simply using the expected LS errors. Then a new LS-based algorithm is established via the principle of bias compensation. Compared with the other ILS-type algorithms, the developed algorithm requires fewer computations and has a simpler algorithmic structure. Moreover, it can produce better AR parameter estimates once a sensible conjecture of the noise variance ratio is given. The sensitivity of the developed algorithm with respect to the noise variance ratio is also studied via computer simulations.

2. Signal model

Assume that the AR signal \( x(t) \) is generated by a model of the form

\[
x(t) = \sum_{i=1}^{p} a_i x(t-i) + v(t),
\]

(2.1)

where \( p \) is the order of the model, \( v(t) \) is the driving (white) noise with zero mean and finite variance \( \sigma_v^2 \), and \( \{a_i, i = 1, \ldots, p\} \) are the AR parameters.

Let

\[
y(t) = x(t) + w(t)
\]

(2.2)

be a noisy measurement of the AR signal, where \( w(t) \) is the corrupting (white) noise with zero mean and finite variance \( \sigma_w^2 \).

The noisy AR model, which consists of (2.1) and (2.2), can be expressed in a vector form as

\[
y(t) = y_i^\top a + e(t),
\]

(2.3)
where
\[
\mathbf{a}^\top = [a_1 \cdots a_p] \tag{2.4}
\]
is the parameter vector which contains the \( p \) parameters of the AR signal, and
\[
\mathbf{y}_t^\top = [y(t-1) \cdots y(t-p)] \tag{2.5}
\]
is the regression vector which contains the \( p \) delayed noisy measurements of the AR signal. Moreover, in (2.3), \( \epsilon(t) \) is the equation error which is defined by
\[
\epsilon(t) = v(t) + w(t) - \mathbf{w}_t^\top \mathbf{a}, \tag{2.6}
\]
where
\[
\mathbf{w}_t^\top = [w(t-1) \cdots w(t-p)]. \tag{2.7}
\]

3. LS estimation and analysis

The objective of noisy AR signal identification is to estimate the AR parameters \( \{a_i, i = 1, \ldots, p\} \), including the driving noise variance \( \sigma_v^2 \) and the corrupting noise variance \( \sigma_w^2 \), from a sample of \( N \) noisy measurements \( \{y(t), t = 1, \ldots, N\} \).

To solve this parameter estimation problem, several assumptions are needed. First, the signal order \( p \) is assumed to be known. Second, the driving noise \( v(t) \) and the corrupting noise \( w(t) \) are statistically uncorrelated. Note that the first assumption may be relaxed so that only an upper bound of \( p \) is given, whereas the second assumption can easily be satisfied in practical circumstances.

The standard LS parameter estimation is based on minimizing the mean squared error criterion
\[
J(\mathbf{a}) = E[\epsilon(t)^2], \tag{3.1}
\]
which gives rise to the LS estimate of \( \mathbf{a} \) (see [1]):
\[
\mathbf{a}_{LS} = \mathbf{R}^{-1} \mathbf{r}, \tag{3.2}
\]
where
\[
\mathbf{R} = E[\mathbf{y}_t \mathbf{y}_t^\top], \quad \mathbf{r} = E[\mathbf{y}_t y(t)]. \tag{3.3}
\]

To analyze the asymptotic property of \( \mathbf{a}_{LS} \), a regression vector of the (noise-free) AR signal \( x(t) \) is introduced:
\[
\mathbf{x}_t^\top = [x(t-1) \cdots x(t-p)]. \tag{3.4}
\]
With (2.5), (2.7), and (3.4), the noisy measurement equation (2.2) may be rewritten in a vector form as
\[
\mathbf{y}_t = \mathbf{x}_t + \mathbf{w}_t. \tag{3.5}
\]
Following the assumptions that $v(t)$ and $w(t)$ are white noises and are mutually uncorrelated, it is straightforward to derive

\[ E[x_t \epsilon(t)] = E[x_t v(t)] + E[x_t w(t)] - E[x_t w_t] a \]
\[ = 0 + 0 - 0a \]
\[ = 0, \]

\[ E[w_t \epsilon(t)] = E[w_t v(t)] + E[w_t w(t)] - E[w_t w_t] a \]
\[ = 0 + 0 - \sigma_w^2 I_p a \]
\[ = -\sigma_w^2 a, \]

where $I_p$ is an identity matrix of order $p$. By means of (3.5) and (3.6), it is easy to get

\[ E[y_t \epsilon(t)] = E[x_t \epsilon(t)] + E[w_t \epsilon(t)] \]
\[ = 0 - \sigma_w^2 a \]
\[ = -\sigma_w^2 a. \]

Equation (3.7) shows that $E[y_t \epsilon(t)]$ is not a zero vector, that is, $\epsilon(t)$ is no longer orthogonal to the projection space spanned by $y_t$ due to the presence of the corrupting noise $w(t)$. In fact, substituting (2.2) and (3.7) into (3.2) immediately yields

\[ a_{LS} = a + \Delta a, \quad \Delta a = -\sigma_w^2 R^{-1} a. \]

The above asymptotic expression for $a_{LS}$ clearly shows that $a_{LS}$ is biased, and the bias $\Delta a$ is determined by the corrupting noise variance $\sigma_w^2$.

4. Unbiased parameter estimation

By using the principle of bias compensation, an unbiased estimate of the AR parameter vector $a$ can be obtained as follows:

\[ a = a_{LS} - \Delta a. \]

However, the bias $\Delta a$ still remains unknown unless the corrupting noise variance $\sigma_w^2$ is given or may be estimated in some way.

To this end, it is necessary to take a close look at the expected LS errors

\[ J(a_{LS}) = E[\xi^2(t, a_{LS})], \]

where the LS error $\xi(t, a_{LS})$ is defined by

\[ \xi(t, a_{LS}) = y(t) - y^\top_t a_{LS}. \]

As shown in [8], $J(a_{LS})$ is expressible as

\[ J(a_{LS}) = \sigma_v^2 + \sigma_w^2 (1 + a_{LS}^\top a_{LS}). \]
The above asymptotic expression shows that the driving noise variance $\sigma_v^2$ and the corrupting noise variance $\sigma_w^2$ are closely related to each other. If one of them is known, the other is immediately obtainable. In [8, 9], it is shown that the corrupting noise variance $\sigma_w^2$ may be first estimated by using some extra autocovariances of $y(t)$.

In this paper, in order to implement the bias compensation procedure (4.1), it is proposed to assume that the ratio between the driving noise variance $\sigma_v^2$ and the corrupting noise variance $\sigma_w^2$, namely,

$$\kappa^2 = \frac{\sigma_v^2}{\sigma_w^2}$$  \hspace{1cm} (4.5)

is given or a proper estimate of it is available. As explained in Section 1, although this assumption may be considered as a restrictive condition in some practical situations, it may still conform to a number of signal processing application cases. For example, in quite a number of practical situations, it is possible to know that the corrupting noise just accounts for a fraction of the signal power, so that a priori information of the ratio $\kappa^2$ may be readily available. Further, this assumption greatly simplifies the estimation problem.

Given this assumption, substitution of (4.5) into (4.4) gives rise to

$$J(a_{LS}) = \sigma_w^2 (\kappa^2 + 1 + a_{ILS}^\top a_{ILS}).$$  \hspace{1cm} (4.6)

This immediately reveals that the corrupting noise variance $\sigma_w^2$ can be estimated by using the following equation:

$$\sigma_w^2 = \frac{J(a_{LS})}{\kappa^2 + 1 + a_{ILS}^\top a_{ILS}}.$$  \hspace{1cm} (4.7)

By means of (4.1), (4.2), and (4.7), a new ILS algorithm may be proposed for unbiased parameter identification of AR signals subject to white measurement noise. This is called the ILSR algorithm as it assumes the known ratio $\kappa^2$.

**The ILSR Algorithm**

**Step 0.** Initialization.

1. Make the standard LS estimation of the AR parameter vector $a$:

$$\hat{a}_{ILS} = \hat{R}_N^{-1} \hat{r}_N,$$  \hspace{1cm} (4.8)

where the autocovariance estimates $\hat{R}_N$ and $\hat{r}_N$ are calculated from the noisy observations $\{y(1), \ldots, y(N)\}$ as

$$\hat{R}_N = \frac{1}{N} \sum_{t=1}^{N} y_t y_t^\top, \quad \hat{r}_N = \frac{1}{N} \sum_{t=1}^{N} y_t y(t).$$  \hspace{1cm} (4.9)

2. Make estimation of the expected LS errors $J(a_{ILS})$:

$$\hat{J}_N(\hat{a}_{ILS}) = \frac{1}{N} \sum_{t=1}^{N} (y(t) - y_t^\top \hat{a}_{ILS})^2.$$  \hspace{1cm} (4.10)

3. Set $k = 0$ and $\hat{a}_{ILS}(0) = \hat{a}_{LS}$. 
Step 1. Make estimation of the corrupting noise variance $\sigma_w^2$:

$$
\hat{\sigma}_w^2(k) = \frac{\hat{f}_N(\hat{a}_{LS})}{k^2 + 1 + \hat{a}_{ILS}^\top(k-1)\hat{a}_{ILS}(k-1)}.
$$

(4.11)

Step 2. Make the ILS estimation of the AR parameter vector $a$:

$$
\hat{a}_{ILS}(k) = \hat{a}_{LS} + \hat{\sigma}_w^2(k)R^{-1}N\hat{a}_{ILS}(k-1).
$$

(4.12)

Step 3. Make estimation of the driving noise variance $\sigma_v^2$:

$$
\hat{\sigma}_v^2(k) = \kappa^2\hat{\sigma}_w^2(k).
$$

(4.13)

Step 4. If the stop criterion

$$
\frac{||\hat{a}_{ILS}(k) - \hat{a}_{ILS}(k-1)||}{||\hat{a}_{ILS}(k)||} < \delta,
$$

(4.14)

where $\delta$ is a small positive number, is satisfied, output $\hat{a}_{ILS}(k), \hat{\sigma}_v^2(k),$ and $\hat{\sigma}_w^2(k)$ and stop; otherwise, set $k = k + 1$ and go to Step 1.

The consistent convergence of the proposed algorithm can be established in a similar way to that for the other ILS-type algorithms (see [8, 9]). Moreover, it is easy to see that the ILSR algorithm can retain the advantages of the ILS-type algorithms over the MYW method, the ML method, the RPE method, and the MLS method as stated before.

A comparison is now made between the developed ILSR algorithm and the other ILS-type algorithms. First, the ILSR algorithm has a better estimation accuracy than the other ILS-type algorithms. Second, since the developed algorithm does not need to compute any extra autocovariance estimates (except $R, r,$ and $J(\hat{a}_{LS})$), it is more computationally attractive than the other ILS-type algorithms. Third, the ILSR algorithm has a simpler and more compact algorithmic structure than the other ILS-type algorithms, which enables easier implementation. Fourth, however, the other ILS-type algorithms are workable without the assumption of the known ratio $\kappa^2$ of the noise variances, thus having a wider domain of application than the ILSR algorithm.

5. Numerical illustrations

Computer simulations have been conducted for empirical assessment of the performance of the ILSR algorithm, in comparison with the standard LS method, the MYW method, the ML method, the ILSNP algorithm [8], and the ILSD algorithm [9] in terms of accuracy and computational complexity. The accuracy is described by bias and variance, while the computational complexity is measured approximately by the Matlab code flops. For an overall description of the performance, the relative error (RE) and the normalized root mean squared error (RMSE) are introduced, respectively, as follows:

$$
RE = \frac{||m(\hat{a}) - a||}{||a||}, \quad \text{RMSE} = \sqrt{\frac{1}{M} \sum_{m=1}^{M} \frac{||\hat{a}_m - a||^2}{||a||^2}},
$$

(5.1)
where $\mathbf{m}(\hat{a})$ represents the sample mean of an estimator $\hat{a}$, and $\hat{a}_m$ stands for an estimator of $a$ in the $m$th test over a total of $M$ Monte Carlo tests.

The example used for illustration is a fourth-order AR signal as in (2.1) and (2.2). The AR parameters were selected as

$$a_1 = 1.352, \quad a_2 = -1.338, \quad a_3 = 0.662, \quad a_4 = -0.24,$$  \hspace{1cm} (5.2)

while the noise variances were chosen as

$$\sigma_v^2 = 1.0, \quad \sigma_w^2 = 0.38.$$  \hspace{1cm} (5.3)

So the signal-to-noise ratio (SNR) is set approximately at 10 dB. To examine how a priori information on the noise variance ratio $\kappa^2$ will affect the behavior of the ILSR algorithm, the following eleven guessed values of $\kappa^2$ were used:

$$\hat{\kappa}_0^2 = 2.6316,$$
$$\hat{\kappa}_a^2 = 2.2, \quad \hat{\kappa}_j^2 = 2.7,$$
$$\hat{\kappa}_b^2 = 2.3, \quad \hat{\kappa}_g^2 = 2.8,$$
$$\hat{\kappa}_c^2 = 2.4, \quad \hat{\kappa}_h^2 = 2.9,$$
$$\hat{\kappa}_d^2 = 2.5, \quad \hat{\kappa}_e^2 = 3.0,$$
$$\hat{\kappa}_f^2 = 2.6, \quad \hat{\kappa}_j^2 = 3.1.$$  \hspace{1cm} (5.4)

Note that $\hat{\kappa}_0^2$ corresponds to the case when the noise variance ratio $\kappa^2$ is exactly known, while $\hat{\kappa}_a^2, \ldots, \hat{\kappa}_j^2$ describe the cases when an exact knowledge of $\kappa^2$ is not available. In particular, $\hat{\kappa}_a^2, \ldots, \hat{\kappa}_c^2$ show that $\kappa^2$ is underestimated, with an estimation error ranging from more serious 16.4% in $\hat{\kappa}_a^2$ to smaller 1.2% in $\hat{\kappa}_c^2$. Similarly, $\hat{\kappa}_d^2, \ldots, \hat{\kappa}_j^2$ shows that $\kappa^2$ is overestimated, with an estimation error ranging from smaller 2.6% in $\hat{\kappa}_d^2$ to more serious 17.8% in $\hat{\kappa}_j^2$. The simulation results based on 500 Monte Carlo tests using 2500 data points each are summarized in Table 5.1.

In agreement with the analysis given in the preceding section, the computational costs with the ILSR algorithm in all the cases considered are reduced quite significantly from those of the ILSNP algorithm and the ILSD algorithm. When $\kappa^2$ with a smaller estimation error (e.g., $\hat{\kappa}_a^2$, $\hat{\kappa}_0^2$, or $\hat{\kappa}_c^2$) is utilized, the ILSR algorithm also shows a better accuracy for the parameter estimates than the other ILS-type algorithms in terms of relatively low variance and small RMSE value. It is very interesting to note that the results of ILS$\kappa_c$ and ILSR$_f$ are almost the same as those of ILSR$_0$. This illustrates that the performance of the ILSR algorithm may not be affected by a slight error in the information about the noise variance ratio $\kappa^2$. Moreover, even in the presence of fairly serious error with the noise variance ratio (e.g., 8.8% in $\hat{\kappa}_e^2$ and 10.1% in $\hat{\kappa}_h^2$), the results given by ILS$\kappa_c$ and ILSR$_h$ are still quite acceptable, especially as far as the corresponding RMSE values are concerned. These observations not only have confirmed that the ILSR algorithm can achieve a much improved performance, but also have justified the practical applicability of the ILSR algorithm.
6. Concluding remarks

In this paper, a simple algorithm has been proposed to make unbiased parameter estimation of noisy AR signals. The sensitivity problem of the ILS-based estimator with respect to the variation of the noise variance ratio has been investigated. The importance of the work presented in this paper is that when a partial information of the driving noise versus the corrupting noise (such as the variance ratio $\kappa^2$) becomes available in realistic situations, the use of the developed ILSR algorithm can be very appealing with regard to estimation accuracy and numerical requirements.
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